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Abstract— Data security remains a major concern for 

organizations considering the use of cloud services to 

store their confidential, business-critical data. In this 

paper, we investigate how information flow control can be 

used in the cloud to enhance the confidence of 

enterprises, so they can safely and securely adopt cloud 

solutions for their data storage needs. We discuss how 

different techniques can be used with the CloudMonitor 

tool to guarantee the protection of data in the cloud. We 

then give an overview of how centralized and 

decentralized information flow control systems operate, 

and the comparative advantages and disadvantages of 

each approach. Our analysis suggests that CloudMonitor 

can achieve better data security with the use of 

decentralized information flow control. We then discuss 

different decentralized information flow tracking tools 

applied to monitoring data in the cloud. CloudMonitor 

enables the consumers and the providers of cloud 

services to agree on acceptable security policies as well as 

their implementation, to ensure secure data storage in 

the cloud. 

 
     Keywords— cloud security, information flow control, 

data tracking, cloud consumers, cloud service providers 

 

I. INTRODUCTION 

Cloud services are, in most cases, offered over the 

Internet. Based on the definitions by the National 

Institute of Standards and Technology (NIST), the 

consumer, in this context, is an organization that rents 

cloud services for its company’s use. In contrast, the 

cloud is built by a cloud service provider (CSP), which 

is the owner of the IT infrastructure. CSPs offer cloud 

services to consumers for their business needs [1]. 

Hence, consumers must access cloud services 

remotely. But consumer organizations and providers 

may not be held liable to the same legal degree. For 

example, if the consumer and the CSP are both based 

in the same country, it is evident that they need to 

follow the same legal terms: i.e., the laws of their 

country. However, if the consumer and the provider 

are situated in different countries, then each will be 

liable under the laws of their respective country. 

Consequently, the data privacy regulation that the 

consumer and the provider are obligated to follow may 

be different [3]. The CSPs are managers of most cloud 

service resources; although, the exact boundaries of 

who gets to manage which resources depend on the 

cloud deployment model. In public cloud services, 

there may exist several organizations that use the same 

service owned by a single CSP. Such organizations are 

referred to as co-tenants. In general, these different 

organizations sharing a public cloud need not trust 

each other and do not want other co-tenants to have 

access to their organization’s data. 

     Cloud computing technologies pose significant 

security risks to consumers and service providers 

alike. Like most other Internet-based technologies, 

cloud services suffer from several security issues. Key 

challenges identified in cloud security are that 

consumers do not have a say in the security of their 

data once uploaded to the cloud. One common 

consequence of this is that companies that deal with 

sensitive data are reluctant to adopt cloud services to 

share storage space with unknown tenants [2].      

Securing data both at the consumer end and in the 

cloud is one of the critical challenges yet to be fully 

solved [3]. 

     Conventional security measures have already been 

considered in cloud environments. However, those 

measures cannot achieve the security needs of some 

consumers [4]. We propose decentralized information 

flow control for securing data in the cloud. In 

particular, we suggest the use of information flow 

control to attach security policies to consumer data. 

These policies should be used at runtime to control 

where the data flows. In our data-centric model, the 

proposed information flow control can locally monitor 
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employees’ actions transparently, while also 

reinforcing consumer confidence in the safety of their 

data by allowing them to audit it within the cloud. 

II. BACKGROUND AND RELATED WORK 

     The different cloud service models outline standard 

threat models. Subsequently, typical methods 

followed to protect the cloud from those threats are 

discussed; finally, an overview of information flow 

control mechanisms and security concerns are 

provided. 

A. Cloud computing  

     The NIST defines cloud computing as: “a model for 

enabling ubiquitous, convenient, on-demand network 

access to a shared pool of configurable computing 

resources that can be rapidly provisioned and released 

with minimal management efforts or service provider 

interaction” [5]. 

     Cloud computing is not a new technology; it merely 

combines already known and established 

technologies, such as storage and server virtualization, 

with infrastructure management technologies to 

provide and control on-demand services. The cloud 

computing reference architecture defines five major 

actors, including cloud consumer, cloud provider, 

cloud carrier, cloud auditor, and cloud broker. The 

cloud consumer is the principal stakeholder that uses 

cloud computing services. A cloud consumer 

represents a person or an enterprise that maintains a 

business relationship with and uses the benefit of a 

cloud provider [6]. A cloud consumer browses the 

service catalog from a cloud provider, requests the 

appropriate service, sets up service contracts with the 

cloud provider, and uses the service [7]. The cloud 

consumer may be billed for the service provisioned 

and needs to arrange payments accordingly. 

     Cloud consumers use Service-Level Agreements 

(SLAs) for specifying the technical performance 

requirements to be fulfilled by a cloud provider [7-12]. 

SLAs can cover terms regarding the quality of service, 

security, and remedies for performance failures. A 

cloud provider may also list in the SLAs a set of 

restrictions or limitations and obligations that cloud 

consumers must accept [13]. In a mature market 

environment, a cloud consumer can freely choose a 

cloud provider with better pricing and more favorable 

terms. Typically a CSP’s public pricing policy and 

SLAs are non-negotiable, although, in practice, a 

cloud consumer who has heavy usage might be able to 

negotiate for better contracts [14]. 

     Cloud service models differ in the level of 

abstraction of the service the provider delivers to the 

consumer, as shown in Table 1. For instance, in IaaS, 

consumers enjoy the highest level of control over the 

cloud infrastructure compared to PaaS and SaaS. 

Conversely, the provider’s capability to control 

diminishes from SaaS to PaaS to IaaS. Table 2 

describes different activities that can be performed by 

consumers and providers concerning cloud delivery 

models. Naturally, consumers can choose one or more 

services of available delivery models to fulfill their 

requirements [5].  

B. Cloud deployment models 

     There are four major cloud deployment models in 

everyday use; private cloud, community cloud, public 

cloud, and hybrid cloud [1]. A private cloud is a cloud 

with an infrastructure dedicated to a specific 

organization. The infrastructure can be on- or off-

premise. Examples include major financial institutions 

such as big banks and central government agencies 

that do not want to share cloud resources with anyone 

else and are willing to pay the premium for the 

exclusive use of private cloud infrastructure and 

resources. 

     In a public cloud, the infrastructure is shared by 

different organizations, which in general, are various 

cloud consumers that do not mutually trust each other. 

This mistrust implies that many organizations will 

only store their non-confidential or less business-

critical data in a public cloud. The public cloud 

infrastructure is usually off-premise (besides, different 

organizations using a public cloud service, in general, 

are not co-located with each other) [5]. 

     A community cloud is an infrastructure that is 

accessed by a particular set of consumer organizations 

that share similar interests. The cloud infrastructure 

itself can be on or off-premise. The critical difference 

between the community cloud and the public cloud is 

that in a community cloud scenario, the different 

organizations sharing the cloud resources in general 

trust each other [5]. 

     Last but not least, the hybrid cloud is a composition 

of two or more other types of clouds; the most 

common hybrid model involves some combination of 

private and public cloud services. Due to its flexibility 

concerning different consumers’ needs, hybrid cloud 

solutions are becoming increasingly popular recently 

[5]. 

C. Cloud security concerns 

     Once consumers adopt cloud services and submit 

or upload their data, it will be difficult for them to 

monitor the data for security reasons. Hence, 

consumer organizations must entrust the security of 
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their data to the cloud provider. Providers are reluctant 

to share the security posture of the cloud with 

consumers in fear of a damaged reputation [15]. The 

trust issue might be the main reason why a company 

dealing with sensitive data might not choose to adopt 

cloud services [16]. 

     There is a need for methodologies that enable 

consumers to monitor the security status of their data 

in the cloud. Consumer organizations, however, 

generally do not need the same level of protection for 

all of their data [17]. Some consumer organizations 

will adopt cloud services for some part of their data. 

But it does not leverage them from security issues that 

come with the cloud, especially the problems that may 

arise from insiders, that is, an organization’s 

employees who may breach company security policy. 

     There are several essential cloud security 

requirements reported in the literature: authentication, 

authorization, accountability, and privacy [18]. These 

are commonly referred to as confidentiality, 

availability, and integrity of the data in the cloud. The 

confidentiality entails not exposing the consumer’s 

data privacy to a third party without the consent of the 

consumer. Integrity is about data manipulation; it 

refers to whether or not the data residing in the cloud 

has been compromised and changed by unauthorized 

parties [19]. Availability is related to the pledge that 

when a consumer needs his data, the data should be 

available without delay. Authentication is to verify the 

ownership of data whenever claimed by a person to 

prove whether a person has the right to access or 

perform an activity on data residing in the cloud [20]. 

Accountability is holding whoever acts on the data 

accountable. It is sometimes also referred to as non-

repudiation [21]. Therefore, before employing the 

cloud, an organization has to verify the security status 

of the cloud service and must be aware of the risks that 

may come with the adoption of cloud services. 

Likewise, an organization should know the security 

benefits that may come with the adoption of any cloud 

services. Hence, the decision of either moving data to 

the cloud or keeping it at the local premises (such as 

an organization owning its own data center) depends 

on whether the risks of adopting the cloud outweigh 

the expected benefits of cloud adoption [22]. 

D. Information flow control (IFC) 

Secure access control models can be Mandatory 

Access Control (MAC) or Discretionary Access 

Control (DAC) systems [23]. IFC is a MAC 

model that uses security labels attached to data to 

control data propagation [24]. It is data-centric to 

track or limit data propagation.  

 

 It differs from DAC models that give only focusing 

on where access control is happening in the code of an 

application. For MAC-based systems using the IFC 

model, the security policy is defined for the whole 

system. Another option that makes IFC more useful in 

data security is that it allows data to be more 

restrictively or less restrictively labeled [25]. 

There are centralized and decentralized IFC 

systems [26]. A centralized IFC system has a fixed set 

of labels and a central authority that control the 

labeling of the data. On the other hand, the 

decentralized IFC system dynamically introduces new 

tags into the runtime system, with mutual distrust and 

decentralized authority [27]. Decentralized IFC allows 

the owners of the data to create labels and to control 

data propagation inside a single application or across 

applications. Information flow control can be used in 

preventing data leakage within an application and 

across different applications [28]. 

     IFC can be enforced at the language level or the 

protection domain level [29]. For example, tools 

proposed in [30-32] add DIFC related annotations in 

the source code and analyze the information statically. 

Such enforcement can provide flexibility, portability, 

and fine granularity at the byte level. 

TABLE 1: CLOUD DELIVERY MODELS AND LEVELS OF 

CONTROL BY CONSUMER AND PROVIDER 

Cloud 

Delivery 

models 

Level of 

control 

granted to 

consumers  

Functionality made 

available to consumers 

SaaS 

Usage and 

usage-related 

configuration 

Access to the front end 

and user interface 

PaaS 
Limited 

administration 

Moderate level of 

administration, control 

over IT resources 

relevant to consumer's 

usage of the platform 

IaaS 
Full 

administration 

Full access to virtualized 

infrastructure-related IT 

resources, and possibly, 

to underlying physical IT 

resources 
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     Existing tools enforcing DIFC at the protection-

domain level include Asbestos [33], HiStar [34], and 

Flume [35] making annotations at the granularity of 

processes.  Asbestos [33] and Flume [35] can enforce 

operating systems based IFC. Asbestos is an operating 

system that can fully enforce IFC, while Flume is a 

software that runs atop of Linux OS. Asbestos [33] 

employs an abstraction of events processes to reuse the 

protection domain, and a base process can spawn 

multiple event processes that use together most of the 

memory pages with the base process. That is to reuse 

resources across several event processes to provide 

efficient sharing between base processes and event 

processes. In Flume [35], the DIFC works at the 

domain protection level, including rules that allow or 

forbid inter-domain information flow and regulations 

that update security labels when the flow is allowed. 

However, the performance of using DIFC at the 

process level is significant when there is massive inter-

process communication in an application. That is, 

Flume typically imposes more than 30% of 

performance overhead on real applications [29]. In 

many contexts, such overhead may be considered 

prohibitively high. 

     An improved user-space DIFC proposed in duPro 

[29] has an efficient framework by allowing 

applications to control information flow between 

components to enhance their security. In duPro, 

protection domains are put in place using software-

based fault isolation for protection domains. The use 

of information flow rules in DIFC systems is to 

provide security to a class of insecure behaviors the 

system prevents and transparency to a level of security 

programs that the system executes with unmodified 

semantics [36]. 

    Related work 

    Accessing data in the cloud needs to flow secure and 

resilient access protocols. Some researchers have 

contributed towards accomplishing secure access in 

the cloud. However, only a few have employed IFC in 

their studies. One example is FlowK, which provides 

a continuous security mechanism to cloud using IFCs 

[37]. The technique enforces fine-grained security 

policy at the application level. A framework designed 

for deploying IFC-aware web applications in the cloud 

tests the system. In [38], researchers investigate an 

IFC system to relieve the burden of understanding the 

particulars of the data protection from tenants and 

providers of PaaS. The study proposes that DIFC is 

suitable for the protection of data integrity and secrecy 

in PaaS applications. 

     In [23], the study focuses on the protection of data 

in the cloud concerning its geographical location and 

the jurisdiction under which data in the cloud is liable 

to be one of the main concerns of cloud consumers. 

Likewise, in [39], Awani et al. explore IFC to monitor 

the information flow of the data exchange between 

different components or applications in the cloud. 

Remarkably, the study focuses on labeling or tagging 

the data owned by other users for traffic isolation. 

     In [40], the study provides a thorough discussion of 

how to protect data shared between different 

applications with the use of IFC. These researchers 

argue that IFC – enabled cloud would ensure that 

policies are enforced as data flows across all 

applications without requiring unique sharing 

mechanisms. [41] proposes a cloud service 

architecture that isolates user’s activities in the cloud. 

The architecture employs DIFC to prevent 

vulnerabilities from the cloud by protecting malicious 

users from gaining unauthorized access to the 

applications in the cloud. The system limits individual 

user’s operations or access to a particular cloud 

service.  Shyamasundar et al. [42] have used IFC for 

building secure and privacy-aware of hybrid cloud 

services. The researchers have proven that their 

TABLE 2: CONSUMER VS. PROVIDER ACTIVITIES ACROSS 

DIFFERENT CLOUD DELIVERY MODELS  

Cloud 

Delivery 

models 

Cloud 

consumer 

activities 

Cloud provider 

activities 

SaaS 
Uses and 

configures cloud 

Implements, manages, 

and maintains cloud 

services.  

Monitors usage by 

cloud consumers  

PaaS 

Develops, tests, 

deploys, and 

manages cloud 

services and 

cloud-based 

solutions 

Pre-configures 

platforms and 

provisions middleware 

and other needed IT 

resources as required. 

Monitors usage by the 

cloud consumer 

IaaS 

Sets up and 

configures bare 

infrastructure 

and installs, 

manages, and 

monitors any 

needed software 

Provisions & manages 

the physical processing 

storage networking and 

hosting required.  

Monitors usage by 

cloud consumers.  
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system proposed in this study is forensic-ready by 

design because it provides necessary forensics 

information from hybrid services. Secure-ComFlow 

[26] is another system that employs IFC to secure 

cloud environments. The study specifically focuses on 

the data migration to the cloud from local 

infrastructures of companies. The system is user-

oriented because it gives users the opportunity of 

specifying the IFC policy about their data. 

III. CLOUDMONITOR   

The CloudMonitor model is published in one of our 

previous works [48]. The CloudMonitor secures 

consumer data in the cloud. Fig. 1 illustrated that the 

model consists of two parts. The model helps 

consumers to ensure independently the security of 

their data once uploaded in the cloud. The second part 

of the model is delivered to the consumer as a service 

by the provider. The model uses information flow 

control to accomplish its job. The focus of the model 

will be on the data Storage as a Service model (IaaS 

model). 

Between the two main types of IFC systems, DIFC 

remains most relevant for cloud solutions, since the 

cloud itself happens to be a very complex distributed 

system. In particular, for the IaaS model, IFC can 

manage and secure information flow both within a 

single virtual machine and among different virtual 

machines. In the model, dynamic data flow tracking of 

IFC in the cloud is used. Dynamic data flow tracking 

(DDFT) or runtime taint tracking is a minimal form of 

IFC. DDFT usually analyzes and enforces data flow in 

applications. Similarly, to accomplish data isolation in 

the cloud, the model isolates data via virtualization 

technology. Once the isolation is achievable, how the 

data propagates throughout the application is tracked. 

Consequently, the granularity at which the data is 

tracked is significant. Commonly, data can be tracked 

at the domain level, process level, variable level, or 

message level. The proposition here works at the 

message level. Worth mentioning is that by now, side 

channels of communication are not considered. 

Finally, the data flow enforcement is performed on 

crucial isolation boundary crossings. 

The design principles of our model are to be elastic, 

easily deployable, and usable for information flow 

tracking. The model is expected to provide a variety of 

security requirements needed both from consumer and 

provider sides of the cloud environment. 

The system based on our CloudMonitor will be 

compatible with existing applications and operating 

systems. It will also have to be parsimonious in how it 

propagates taint yet maintains soundness. In addition, 

the model should have the ability to conduct data 

isolation in the cloud; data isolation in this context 

means preventing data exchange between different 

applications. Data coming from cloud to consumer 

premises needs to be tainted. 

IV. MODEL IMPLEMENTATION AND 

TECHNIQUE SELECTION 

There are hardware- [43, 44] and software-based 

IFC systems. Hardware-based IFC implementations 

are out of our scope. Software-based IFC systems 

include IFC enforced by operating systems. In an 

operating system based IFC, data tracking is done at 

the process level. Here, processes and persistent data 

are labeled. Hence, whenever persistent data is 

accessed, and when inter-process communications 

happen then, the labels are propagated. DStar [45] 

translates the security labels between instances to 

enable IFC in distributed systems. And Aeolus [46] 

provides IFC tracking cross-host communication. But 

to accomplish the work, it runs on Asbestos across a 

distributed system.  Nevertheless, Flume suffers from 

security issues inherent in systems on which it runs. 

DStar is appropriate for the cloud and, by its nature, 

can operate over a range of operating systems such as 

Flume and Linux. Aeolus has a trusted computing base 

but on Asbestos. It extends Asbestos to run distributed 

communication. That is, applications run on an 

authorized basis (filtering I/O, inter-thread, and 

external communications), enforcing the policy 

associated with the data. 

Apart from the hardware and operating system 

based IFC systems, there are middleware level IFC 

systems. These include DEFcon [38] and SafeWeb 

[47]. SafeWeb mitigates against policy violations in 

multi-tier applications. Besides, using IFC to track 

data flow ensures end-to-end data confidentiality and 

integrity overall web application tiers. Coming back to 

the storage as service that our model is intended to 

work in, we now explore how these discussed IFC 

 

Fig 1. CloudMonitor 

1292



schemes relate to our work. Our work mainly focuses 

on the IaaS service model. Therefore, we will be 

tracking the data flow residing on cloud virtual 

machines (VMs). Any fine-grained distributed IFC 

implementation that can track data flow across VMs is 

of utmost importance here. Such IFC implementation 

can be run by the consumer organizations over their 

adopted IaaS infrastructure. And this is where the first 

part of our model comes in its implementation. 

Based on the reviewed IFC implementations, the 

unit of isolation is done based on the tracking 

granularity, which may happen at the process, thread, 

or object level. The second part of the model needs 

cloud provider participation in the IFC. The VMs 

extended to the consumer are exposing labels. In this 

part of the model, the provider is unlikely to modify 

the security policies of consumers adopted IaaS 

service. However, the provider can indirectly 

influence the flow exchange between different VMs, 

from the same consumer or those belonging to 

different consumers, through IFC at the network level. 

Our prototype will use some popular mechanisms 

found in the existing DIFC systems. The implemented 

model will adopt its characteristics from Flume and 

Asbestos. ownCloud will be used for the 

implementation of the model. ownCloud is a suite of 

client-server software for creating and file hosting 

services. Therefore, ownCloud will ensure the 

enforcement of isolation among users. The model not 

only provides data isolation but also policy for data 

sharing. We will develop a prototype for the 

demonstration of the feasibility of our Distributed IFC 

model.    

V. CONCLUSIONS 

In this paper, we have identified that decentralized 

IFC is suitable for the CloudMonitor model of 

protecting data in the cloud. Decentralized information 

flow control has been shown to protect consumer data 

integrity and secrecy. We have also discussed how 

DIFC works, highlighting different techniques that can 

support our model to be implemented in its intended 

cloud environment (SaaS).   

The policy specification, translation, and 

enforcement that can support the model are explained 

in some detail. Likewise, the security status of 

consumer data in the cloud has been highlighted via an 

investigation of the audit logs. We point out that DIFC 

must not create an excessive burden and 

computational overhead for the cloud service 

provider; this topic will be elaborated upon in detail in 

our future work. 
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