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Abstract—State-of-the-art technologies for clinical 
knowledge extraction are essential in a clinical decision support 
system (CDSS) to make a prediction of a diagnosis.  Automatic 
analysis of a patient’s health data is a requirement in such a 
process. The unstructured part of the data in electronic health 
records (EHR) is critical, as it may contain hidden risk factors. 
We present in this paper a comparative study of two well-known 
techniques N-gram and Skip-gram to enhance the extraction of 
risk factors concepts from the clinical narratives after applying 
initial natural language processing (NLP) techniques. We 
evaluate the use of both techniques using a case study dataset of 
patients’ records with venous thromboembolism (VTE). Results 
of the techniques’ comparative study yielded an advancement of 
N-gram precision while Skip-gram produced a better 
performance in terms of the recall measure.  

Keywords— Clinical Decision Support Systems, MetaMap 
NLP, N-gram, Skip-gram, Knowledge Extraction. 

I. INTRODUCTION 

Natural Language Processing is at the heart of 
many researches in today’s data analysis as it 
focuses on the users’ contributions to Big Data 
through opinions and comments on social media 
platforms. Natural Language Processing (NLP) 
technique used in Stanford NLP APIs [1] is an 
approach that works out the grammatical structure 
of sentences by using a parser for tokenization, 
segmentation, stemming, stop words removal, and 
part-of-speech tagging (POS) [2]. Tokenization [3] 
is the process that splits the artifacts into tokens, 
whereas segmentation is the task of recognizing the 
boundaries of sentences. On the other hand, 
stemming [4] is the process of converting or 
removing inflected form to a common word form. 
In natural language processing (NLP), word 
embedding is a representation of high-dimensional 
dense vocabulary. It attracted attention in the last 
years in research that focused on information 
retrieval (IR) where the semantic aspect of data 
became the state-of-the-art for Big Data analysis. 
Word correlation techniques like N-gram [5] and 

Skip-gram [6] focus on the proper and context-
relevant composition of multi-word expressions or 
concepts that can enhance the precision of 
extraction in certain results. In [7] they used N-
gram technique after applying MetaMap NLP for 
extraction of medical concepts which proved 
successful by improving the extraction results [8].  
Word embedding is a very popular technique that 
has been extensively used particularly with 
semantic-based studies [9, 10, 11, 12] as it can 
dramatically enhance the precision of the results. It 
transforms the learning method of any semantic 
model and reduces the distance measurement for 
the concepts in the context. The meaning of a word 
is insufficient anymore to identify specialized 
concepts such as medical and clinical concepts. 
The meaning of a word is influenced by the words 
that accompany it [13]. The repetitive co-
occurrence of and distance between such words is 
transformed into a low-dimensional and 
continuous vector space. This technique provides a 
more robust codependence of these words. 
Preventive Medicine focusing on analyzing the 
clinical narratives of a patient health record utilizes 
word codependence and embedding to ensure 
completeness and precision in concepts detection 
and identification.  
An efficient word embedding approach proposed 
in [14] where two log-linear models: continuous 
bag of words (CBOW) and skip-gram are proposed 
to learn the neighboring relation of words in 
context. Later, the same authors introduced some 
modifications that largely improve the efficiency 
of model training in [15]. In this paper, we use both 
N-gram and Skip-gram techniques to compare the 
results of clinical concepts extraction from 
cardiovascular-focused clinical narratives. Our 
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conducted experiments produced extracted 
medical concepts as features for machine learning 
prediction through classification. 
 
This paper is organized as follows: section I is an 
introduction to natural language processing 
techniques, section II is the background and 
literature review we prepared for this work, section 
III is the full description of our methodology and 
comparison between N-gram and Skip-gram, 
section IV is the evaluation and analysis of the 
experiments and section V is the conclusion of this 
paper. 

II. RELATED WORK 

As the focus of this work is on word embedding 
techniques and their impact on the studies’ results, 
we will focus our literature review on a narrow 
scope of the techniques rather than their 
applications. N-gram, Skip-gram and CBOW are 
used to identify neighboring words in a context that 
enhance the identification of a more precise 
concept. Authors in [16] use N-gram on Turkish 
documents by using n-gram features. They apply 
different preprocessing techniques, namely, n-
gram choice (character level or word level, bigram 
or trigram models), stemming, and use of 
punctuation to determine the Turkish document’s 
author, genre, and the gender of the author. We use 
N-gram to extract word sequences to match 
medical concepts in medical ontologies in [17]. 
However, our previous results in [7] and analysis 
show that MetaMap NLP is not satisfactory to 
individually extract expressions of concepts that 
are composed of multiple words. This omission    
negatively impacted the whole framework as all 
other tasks depend on finding the risk factors 
concepts first. To enhance such an extraction 
process, an additional technique like N-gram is 
needed to deliver better results.  N-gram is a text 
categorization technique based on using rank order 
statistics to compare text document and category 
document profiles of most frequent   character n-
grams. Experiments confirmed that this technique 
works very well for language categorization [5].  In 
[18] they proposed a novel machine learning based 
method for cytokine-receptor interaction 
prediction where a protein sequence is first 
transformed by incorporating the sequence 
evolutional information and then formulated by 
using the k-skip-n-gram model as one of their 
methods.  One of the aspects they used was a 

combined N-gram and Skip-Gram model resulting 
in a better performance of prediction accuracy than 
existing methods. In [19] the authors used the 
continuous skip-gram model for entity mapping by 
creating a list of relevant features during feature 
extraction. The skip-gram model predicts words 
that can appear in the neighborhood of a selected 
word by computing the most similar and related 
keywords through the cosine similarity method 
discussed later in this paper. Term proximity, 
syntactic, or even semantic similarity are not 
always considered as the primary objective in 
various IR tasks depending on the context and the 
goal. Hence, terms relevance becomes the focus 
instead of all the before mentioned techniques. 
This is the motivation for developing unsupervised 
document relevance information in [20] where they 
proposed two learning models with different 
objective functions; one learns a relevance 
distribution over the vocabulary set for each query, 
and the other classifies each term as belonging to 
the relevant or non-relevant class for each query. 
 

III. RISK FACTORS EXTRACTION SEMANTIC TECHNIQUES 
COMPARISON 

In this section we present both techniques N-
gram and Skip-gram for extracting medical 
concepts from clinical narratives.  
 

A. N-gram Technique 

When combined with MetaMap NLP, N-gram 
provides an enhanced extraction of medical 
concepts as proved in [7]. An N-gram is an N-
character slice of a longer string. Although in the 
literature the term can include the notion of any co-
occurring set of characters in a string [21]. 
Typically, it slices the string into a set of 
overlapping N-grams. We use N-grams of several 
different lengths simultaneously.  For example, the 
expressions “oral contraceptive therapy” and 
“congestive heart failure” are 3-gram words that 
may not be matched with a concept in disease 
ontology if only the expressions “contraceptive 
therapy” and “heart failure” respectively were 
present in the text. Similarly, the example of 
“Chronic Obstructive Pulmonary Disease” will not 
be matched unless a 4-gram technique is used. 
Sometimes, abbreviations are used, and a 1-gram 
technique is sufficient to match it if it is present in 
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the ontology in such a form. Figure 1 illustrates the 
steps of N-gram process stemming after MetaMap 
NLP segmentation. N-gram module takes each 
sentence in a clinical narrative and sets window 
size initial value equal to the length of the sentence 
(considering the whole sentence as one long 
pattern). The module then compares the pattern to 
the concepts in UMLS [22] ontologies to find a 
match. If no matches were found, then the window 
size is decremented by 1. All possible patterns from 
the sentence are generated and stored in N-gram 
table for each new window size. Each N-gram table 
contains all the possible sequences of N words 
where N = window size - 1. Once a match is found 
then the pattern is added to the list of identified 
concepts. This updated list of concepts includes all 
risk factors concepts identified in the sentence. 

 

Fig 1: N-gram Diagram 

B. Skip-gram Technique 

Skip-gram is one of the unsupervised learning 
techniques used to find the most related words for 
a given word. It induces word embeddings by 
exploiting the signal from word-context co-
occurrence [6]. Skip-gram is used to predict the 

context word for a given target word. It is the 
reverse of CBOW algorithm [23]. Skip-grams are 
considered as another means of discovering N-
grams, or variants of N-grams, rather than a 
standalone method or an end in themselves. 
The author in [24] use Skip-gram technique that 
employs the continuous skip-gram model along 
with the knowledge of information sources such as 
PubMed publicly available for collecting 
sequences from medical literature abstracts in the 
field of cardiovascular disease Venous 
Thromboembolism (VTE) for the purpose of this 
paper. These are used to help extract the 
contextually relevant keywords about VTE risk 
factors through the entities of the relevant medical 
concepts. Skip-gram employs the continuous skip-
gram model to capture the surrounding keywords 
for the extracted keywords from PubMed sources 
with the reference of the extracted key sentences of 
the clinical narratives by mapping PubMed 
keywords with the key sentences of the clinical 
narratives. As a result, the continuous skip-gram 
model-based approach generates a set of keywords 
for all the medical concepts identified, which 
results in an enriched feature set. In [25] they 
defined Word2vec as a popular word-embedding 
approach that represents words on a fix-sized 
vector space model through either the skip-gram or 
continuous bag-of-words (CBOW) model. 
Word2vec is more effective in capturing semantic 
and syntactic word similarities from a huge corpus 
of text. The authors in [25] used Word2vec to 
construct a context sentence vector, and sense 
definition vectors then give each word sense a 
score using cosine similarity to compute the 
similarity between those sentence vectors. In our 
proposed model for words enrichment we use Skip-
gram where we also apply the cosine similarity to 
compute the similarity between the extracted 
keywords in the sentences, which is described in 
Equation (1).  ݕݐ݅ݎ݈ܽ݅݉݅ݏ = cos(ߠ) =  ஺.஻ห|஺|ห ||஻|| =∑ ஺೔ ஻೔೙೔సభට∑ ஺೔మ೙೔సభ  ට∑ ஻೔మ೙೔సభ           (1) 

 
Figure 2 illustrates an example of Skip-gram with 
window size n = 2 where it finds the keywords 
neighboring the selected keyword and then going 
through the skipping method to find the correlation 
with other keywords depending on the window 
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size. The proposed approach computes the 
similarity for an enriched set of keywords using the 
cosine similarity measurement.  Equation (1) 
calculates the similarity between the keywords  

 
Fig 2: Skip-gram Example 

generated by the continuous skip-gram model and 
other relevant words. In equation (1), ‘Ai’ and ‘Bi’ 
represent the two different features or keywords of 
a particular concept. ‘i' refers to each keyword and 
‘n’ denotes the total number of keywords in a 
particular medical concept. In accordance, the 
approach extracts the relevant keywords for each 
keyword based on the highest similarity. 

IV. EVALUATION AND DISCUSSION 

We implement our NLP to be followed by N-
gram in the first experiment and by Skip-gram in 
the second one. For NLP we use UMLS/MetaMap. 
We experiment with the sequences of NLP with 
each of N-gram and Skip-gram techniques over 
100 clinical narratives from patients’ records that 
contain VTE risk factors. We use VTE as our case 
study for evaluating our model in this paper. Our 
data sources are two datasets: TREC CDS (Text 
Retrieval Conference – Clinical Decision Support) 
and I2B2 heart failure challenge [26, 27]. TREC 
CDS Track 2014 is a medical external resource 
which comprises of biomedical documents and 
clinical narratives, specifically a subset of 
PubMed. It is mainly used for the retrieval of 
biomedical articles answering generic clinical 
medical records. This dataset is the most VTE-

relevant unstructured dataset that we use to analyze 
as clinical narratives portion from an EHR. We use 
both datasets with minimal preprocessing: 
segmentation only to separate sentences. 
Considering TP as true positive, FP as false 
positive, FN as false negative, TN as true negative, 
P as Precision, and R as Recall as defined in [28], 
we calculate the F1-measure such as: 
               F1 measure = 2PR/(P+R)                  (2)     
where     

              P = TP / (TP+FP)                            (3) 
              R = TP / (TP+FN)                           (4) 

TABLE I.  N-GRAM VS. SKIP-GRAM PERFORMANCE 

Sequences P  R F1 
MetaMap NLP 63% 47% 54% 
Seq 1 (NLP, N-gram) 81% 60% 69% 
Seq 2 (NLP, N-gram, NLP) 85% 84% 85% 
Seq 3 (NLP, Skip-gram) 60% 89% 72% 
Seq 4 (NLP, Skip-gram, NLP) 63% 89% 74% 

 
The sequences in Table 1 are: 
Seq 1: MetaMap NLP, N-gram 
Seq 2: MetaMap NLP, N-gram, MetaMap NLP 
Seq 3: MetaMap NLP, Skip-gram 
Seq 4: MetaMap NLP, Skip-gram, MetaMap NLP  

 
These sequences show the order of applying the 
different techniques of NLP. The first use of 
MetaMap NLP applies the different POS, 
stemming, tokenization etc. except the negation 
while the second time of using MetaMap NLP after 
each N-gram and Skip-gram is simply for 
identifying the negation in the sentences for the 
purpose of eliminating the negated expressions or 
concepts from showing in the results. We can 
notice that each technique has an advantage over 
the other one in either precision or recall. The 
precision of N-gram shows a big improvement 
after applying the initial steps of MetaMap NLP in 
terms of both precision and recall in seq 1. The 
negation adds to that improvement showing in the 
results for seq 2. While the experiment with Skip-
gram introduces an unexpected drop in the 
precision with an elevated recall performance. We 
can deduce that the sequence with Skip-gram 
yielded a better recall in seq 3 because of the good 
rate of FN that was close to null. We believe skip-
gram precision’s drop can be related to the cosine 
similarity evaluation as it is based on the 
cooccurrence and frequency of the full medical 
concepts as they show in the clinical narratives or 
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vice versa. A misrepresentation of the concept in 
the clinical narrative is based on the PubMed 
findings and not an expert’s input so we believe 
depending on the selection of articles in PubMed, 
it can lead to low similarity impacting the final 
results. Skip-gram requires more memory to 
perform better. Another limitation on Skip-gram is 
the window size which might not include the 
anticipated associated words, so they remain 
undiscovered based on the cosine similarity 
formula In addition, existing skip-grams searches 
may require a somewhat adjusted formulation 
which can be cumbersome. Hence, we can confirm 
under the current settings that N-gram can 
guarantee a better overall F1 measure under the 
current circumstances with the used dataset.  This 
confirms the statement that Skip-grams are 
considered as another means of discovering N-
grams, or variants of N-grams, rather than a 
standalone method or an end in themselves. 

V. CONCLUSION 

EHRs today contain critical and valuable 
information that is required to build a precise 
diagnosis for a patient in a personalized medicine 
focused paradigm. However, the presence of the 
clinical knowledge is not enough as it is presented 
in various forms in these electronic health records. 
Retrieval of such knowledge is key for the 
improvement of the aforementioned diagnosis 
paradigm. The more precise the extraction, the 
better are the results of the diagnosis. In this paper, 
we present a comparative study of two sequences 
of language processing techniques, namely N-
gram and Skip-gram, combined with semantic 
web technologies to extract the risk factors 
concepts of VTE from clinical narratives. Our 
results confirm that Skip-grams are considered as 
another means of discovering N-grams, or 
variants of N-grams, rather than a standalone 
method. The proposed sequence of “MetaMap 
NLP, N-gram, and MetaMap NLP” techniques 
yields better results for precision of 85% and 
recall of 84%.  This trio sequence proves to be 
better than other sequences or use of individual 
techniques in a standalone mode for extracting 
risk factors concepts necessary for CDSS to make 
a diagnosis or a treatment plan.  

VI. FUTURE WORK 

We envision an extension and a variation of this 
work to experiment with the proposed approaches 

in a combinatory form to evaluate as well whether 
the used NLP techniques can when combined 
produce better results than their individual use. On 
the other hand, it would be also interesting to 
evaluate the same approaches proposed here on 
other diseases ontologies especially with Skip-
gram depending on PubMed content as a first step 
which might impact the results based on the 
selection of PubMed articles used. 
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