
Moving Target Defense Discrete Host Address 
Mutation and Analysis in SDN 

Charan Gudla, Andrew H. Sung 
School of Computing Sciences and Computer Engineering  

The University of Southern Mississippi  
Hattiesburg, MS, USA 

{charan.gudla, andrew.sung}@usm.edu 

Abstract—Moving Target Defense is a technique focused on 
disrupting certain phases of a cyber-attack. Reconnaissance is 
the preliminary phase of the attack in the cyber kill chain. The 
static nature of the existing networks gives an adequate amount 
of time to the adversaries in gathering enough data concerning 
the target and succeed in mounting an attack. Randomization of 
the host addresses is well known MTD technique that hides the 
actual network configuration from external scanners. Although 
random host mutation techniques are investigated extensively, 
the limitations such as less availability of unused public address 
space for mutation and host unavailability due to mutation time 
interval deteriorate the network's stability. Due to address space 
unavailability, each host address's mutation is not feasible 
according to the time interval, or the address space is repeated 
multiple times. When the host establishes a session of 
transmitting or receiving data, due to mutation interval, the 
session is interrupted, leading to the host's unavailability. In this 
paper, we propose a moving target defense technique to achieve 
the following objectives: (1) using mutation technique, 
randomization of IP addresses is achieved to create high 
uncertainty in adversary scanning; (2) the mutation time 
interval is separated from each host to preserve network 
performance and stability; (3) the mutation scheme is adapted 
by analyzing the data stats from the individual host (4) the 
analyzed data stats are used to manage the available unused 
address space. 

Keywords—Moving Target Defense (MTD), Software Defined 
Network, Cyber Kill Chain, Cyber-Attack, Reconnaissance, 
Mutation 

I. INTRODUCTION 

Reconnaissance is the preliminary phase of the cyber kill 
chain [1]. The static nature of the traditional network gives the 
adversary a significant amount of time in gathering 
information. Since the network is static, the adversary once 
gathers the information can spend an adequate amount of time 
to discover the vulnerabilities of the network and exploit. 
Moving target defense (MTD) technique is aimed to disrupt 
the phases of these scanning attacks. 

The predictable behavior of the systems in the network 
allows the adversaries to determine the data flow parameters 
and scan the network accordingly. The MTD techniques are 
classified into mutation, diversity, and redundancy classes [2]. 
Shifting of attack surfaces [3][4][5] is referred as proactive 
defense measures against an adversary, which increases 
complexity and cost in system exploitation. 

In this paper, we propose host address mutation deployed 
as a novel MTD technique in the SDN environment, which 
aims to create high uncertainty in adversary scanning by 
changing the IP addresses of the host in the network based on 
individual mutation time intervals. The main objectives of this 
paper are discussed in sequence. First, transparency is 
maintained in the mutation of the IP address of each host in 
the network. To provide transparency, the real IP (rIP) address 
of each host is unchanged, and a short-lived random virtual IP 

(vIP) address is assigned regularly to each real IP according to 
the mutation time interval. 

Second, Once the session (Stcp , Sudp , Sicmp) is established, 
the hosts are ready to transfer and receive the data from each 
other. The active session (Act(hi , hk)) mapping is created for 
each host, and it is monitored. Since the session time interval 
varies for each host, the mutation time interval also varies. 
Sometimes the session interval is long that adversaries can be 
successful in implementing a scanning attack. Even though 
the adversaries obtain the host's information, it is a virtual IP 
that will be changing rapidly. In this way, the mutation 
interval is different for every host, which does not need to 
change the address while in active session, preserving network 
performance and stability. 

Third, we assume that every host in the network will not 
be given privileges to access sensitive data, modify network 
configuration, change firewall settings, and simply not even 
BIOS settings of the host itself in an enterprise network 
topology. At this situation, the hosts with administrative 
privileges are targeted more than the other. The scanning 
attacks on those specific host IP addresses will be high when 
compared to other host IP addresses. The host active in 
transferring and receiving data is targeted more than the host, 
which is less active; this attribute can also be added because 
the attackers are more likely to collect more useful data within 
a short period. 

Fourth, to provide enough IP addresses to hosts in the 
network, the unused public address space range should be 
equivalent to the number of mutations in a host time interval. 
In a network, there will be hosts that can be reached publicly 
and need public address range, and some hosts are internal to 
the network, which can be provided with private address space 
range. The private address space range is always huge than the 
public address space. This mutation scheme using data stats is 
also effective when the available address space is less. Due to 
insufficient address space, some of the hosts cannot be moved 
or the host address is repeated multiple times in a short interval 
of time. To avoid this problem, data stats are used to allocate 
the address space range for a host involved actively in the 
network and targeted by the attackers frequently. 

To implement these techniques, traditional network 
implementation is costly and poses more challenges. We use 
Software Defined Networking (SDN) infrastructure, which is 
quite flexible in developing and managing the network with 
minimal operational overhead. The network controller RYU 
is used to monitor and control the network using OpenFlow 
1.3 protocol. The network topology is built using Mininet. The 
experimental results and analysis of the simulated network 
will show the significant rise in defending the network against 
reconnaissance attacks by increasing uncertainty in scanning, 
complexity in gathering the information about the network 
systems. 
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II. RELATED WORK 

A. Mutation of Real Endpoint Configuration 

Dynamic Network Address Translation (DYNAT) is 
proposed by Kewley et al. [5] The adversaries spend most of 
the time in scanning the network, DYNAT replaces the 
information in TCP/IP header to prevent malicious scanning. 
Predefined key parameters are provided to the trusted users 
assuring the availability of the service. Network Address 
Space Randomization (NASR) proposed by Antonatos et al. 
[6] Aiming at worm attacks, infected endpoints are analyzed 
first. Using the DHCP protocol, the endpoint information is 
changed. Jia et al. [7][8] proposed disclosing the endpoint 
information before and after the hopping period to solve the 
problem of synchronization in IP address mutation. A keyed 
hashing based self-synchronization mechanism is proposed by 
Luo et al. [9] for encoding the port address to synchronize port 
transformation. The first-in-first-out mutation channel based 
on the rate of transmission is proposed by Badishi et al. [10] 
to reduce the cost of implementation. The problem of limited 
address space for IPv4 and constant hopping period is aimed 
by Dunlop et al. [11][12] proposed a moving target defense 
technique based on IPv6 (MT6D). IPv6 address space is 
adopted to scale the hopping address space. To set a hopping 
period, a pseudo-random number is used to enhance 
randomness. 

B. Mutation of Virtual Endpoint Configuration 

OpenFlow random host address mutation (OF-RHM) is 
proposed by Jafarian et al. [13] to defend against stealthy 
scanning. To prevent session interruption during address 
hopping, E Al-Shaer et al. [14] proposed Random Host 
Mutation (RHM) to achieve the transformation of the virtual 
address of a host and to obtain real-time management by 
deploying gateway hopping.  To prevent the leakage of MAC 
address, MacFarland et al. [15] used the DNS hopping 
controller to hide IP address, port numbers, and link of the 
endpoint. Skowyra et al. [16] proposed PHARE, which is a 
network identity elimination mechanism to prevent MAC 
address leakage by transforming header randomly when the 
packet leaves the end host. Sun et al. [17] proposed Decoy-
Enhanced Seamless IP Randomization (DESIR) to identify 
the unauthenticated node in the platform and analyze the 
behavior to confirm malicious or not. Once confirmed as 
malicious, it uses honeypots to change the information of the 
endpoint rapidly. Jafarian et al. [18] proposed Spatial and 
Temporal Random Host Mutation (ST-RHM) to minimize the 
disadvantages due to the fixed hopping period. Jafarian et al. 
[19] proposed a hypothesis to analyze the adversaries 
scanning behavior and implement the mutation technique. 
Self-Adaptive Endpoint Hopping Technique (SEHT) is 
proposed by Lei et al. [20] to address three categories of the 
scanning strategy. Based on the scanning strategy, endpoint 
information mutation and frequency are framed. Based on 
this, literature [21] proposed a self-adaptive attack surface. 
Shaolei Wang et al. [22] proposed to enlarge the changing 
scope of terminal hosts. 

Based on the above literature review, the moving target 
defense technique is widely investigated, and broad 
methodologies have been proposed for mutation of host 
address. In this paper, we propose the methodology for 
mutation of host address, reducing the overhead of the 
controller by considering the data flow stats, and each host 
will be having discrete mutation frequency while preserving 
network performance and availability. The proposed 

methodology also handles address space effectively when its 
size is insignificant.  

III. PROPOSED METHODOLOGY AND ARCHITECTURE 

Moving Target Defense mitigates certain phases of cyber-
attacks in the cyber kill chain [1]. The attacker model involves 
a series of steps from gathering the data to exploiting the 
vulnerabilities, being persistent in the network. 

 
Fig.1. Cyber Kill Chain 

In this moving target defense host address mutation 
scheme. Consider a network topology with Ns number of 
hosts. Here we created the topology in Mininet, and the RYU 
controller is used. The controller implements the data flow 
between the network components  

Ns = {h1, h2, h3, h4 . . . . . . . . . hn} 

The real Ip address (rIP) of each host in the network is 
replaced by a short-lived virtual IP address (vIP). The virtual 
IP addresses are assigned randomly from the pool of available 
unused address space. The mapping function fmap is used to 
assign a virtual IP address to a real IP address. 

vIP = fmap(rIP) 

 
Fig. 2. Network Topology with two hosts 

When the host hi initiates communication with host hj, a 
DNS request will be sent to the server to resolve the domain 
name into the vIP address of the host hj and a session (Stcp , 
Sudp , Sicmp) will be established between host hi and hj by 
installing the flows in the required switches and active session 
mapping Act(hi, hj) is created for monitoring the data stats. The 
controller will monitor the data stats for each session. Data 
stats include parameters like session interval, source IP, 

56



destination IP, source MAC, destination MAC, data packets 
sent, and received in that time interval, etc. Once the session 
is ended, it is removed from the active session table. If the host 
wants to communicate and establish a session again, the DNS 
request should be sent to the server to retrieve the vIP address 
of the host. 

Since each session time interval (St) depends on the length 
of time taken by the hosts to complete the transfer of data 
between each other, the randomization is applied when the 
session is ended to provide network performance and stability. 
The mutation time interval Mt is the session time interval. If 
the mutation time interval is random, the session between the 
hosts will be interrupted, and the packets are dropped. 

St = S(tcp, udp, icmp)(Act(hi, hj)) 

Mt = St 

If the address space in network topology is Ns. The 
available active hosts in the network are Na. The time taken 
for reconnaissance attack for each active host is Tr,h. The total 
average time Ta, r that the adversary will spend on 
reconnaissance attack on all hosts will be: 

Ta, r = Na x Tr, h 

If Cr, h is the cost to spend for reconnaissance attack on a 
single host. The total cost Ca, r that the adversary needs to 
spend on reconnaissance on all active hosts will be: 

Ca, r = Na x Cr, h 

Fingerprinting is a technique used by the adversary to find 
the vulnerable host with high probability in the network by 
analyzing the data collected from the reconnaissance. Similar 
fingerprint operations will not be repeated on the host if it fails 
to find. The probability of identifying the vulnerable host in 
the network successfully with i steps will be: 

Pi = 1 / Na , 1 ≤ 𝑖 ≤ Na 

If Tf, a is the fingerprint time spent on the single host, then 
the average time taken by the adversary for reconnaissance 
and fingerprinting analyses to find the vulnerable host is 
defined as: 

Tf = Ns x Ta, r + ((Na + 1) x Tf, a) / 2 

From the above analysis if Tm is the mutation time interval, 
then: 

Tm ≤ (Ns x Tr, h + Tf, a) 

From the above analysis, for each Tm interval, the 
adversary cannot complete a reconnaissance attack. The 
adversaries will target the host, which is very active in 
transferring and receiving data. The adversaries tend to collect 
a large amount of traffic within a small time. The amount of 
available unused address space should be equivalent to the 
number of hosts in the network topology. If the address space 
in network topology is Ns and the available unused address 
space is Nu, s then: 

Nu, s ≡ Ns 

If the available unused address space is less, then some of 
the hosts in the network cannot be moved or cannot be moved 
frequently according to the mutation time interval. To solve 
this problem, the hosts which are highly active in the network 
are identified. The adversaries try to gather the maximum 
amount of data within less time, which is possible when the 

host is highly active and can be targeted. The scanning attack 
stats and data packets stats can be monitored using SNORT, 
and it will alert the controller according to the rules written 
into it. Using SNORT rules, we can analyze the data packets 
and discover the hosts which are highly active in the network 
and targeted by the adversaries. In this way, the unused IP 
addresses can be used effectively. Ryu and SNORT can be 
configured on a single machine or different machines. 

A. Architecture 

The topology is implemented in the Mininet network using 
the Ryu controller. The topology can be seen in Fig. 2 in detail. 
Ryu controller acts as intermediate central software to manage 
network activities like IP mutations, DNS responses, Session 
establishment, IP address space management, Data stats 
analysis using SNORT. 

The unmatched packets in the OpenFlow switches will be 
encapsulated and sent to the Ryu controller. The controller 
discovers the type of packets and required actions are taken. If 
the packet is DNS request to resolve the host, then the 
controller will follow series of steps to authenticate the host 
and install the necessary flows in necessary OpenFlow 
switches to establish the session between the hosts. The active 
session will be mapped into the table Act(hi, hj) to track the 
number of active sessions in the network. The mutation 
interval is discrete for each host, and the session will be 
terminated when the hosts stop communicating with each 
other. Every time the hosts need to communicate, the name 
should be resolved and establish a session between each other. 
SNORT will monitor all the data packets and alert the 
controller in case of anomalies detected according to the rules. 
SNORT will collect data stats about each host, which can be 
used to discover highly active hosts in the network. This data 
can also be used when the unused address space is limited. 

 

TABLE I.  DESCRIPTION OF NOTATIONS 

Ns Network address space 

Na Active hosts in the network 

rIP Real IP address 

vIP Short-lived virtual IP address 

fmap Real IP to virtual IP mapping 
function 

Stcp TCP session between hosts 

Sudp UDP session between hosts 

Sicmp ICMP session between hosts 

Act(hi, hj) Active session mapping between 
host hi and host hj 

St Session time interval 

Mt Mutation time interval 

Tr,h Time taken for reconnaissance 
attack on each active host in the 
network 

Ta, r Total average time spent on 
reconnaissance attack on all active 
hosts in the network 

Cr, h Cost to implement reconnaissance 
attack on a single host 
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Ca, r The total cost of implementing 
reconnaissance attack on all active 
hosts 

Pi The probability of identifying 
vulnerable host in the network 

Tf, a Time spent for fingerprinting on a 
single host 

Tf Average fingerprinting time spent 
on all hosts in the network 

Nu, s Available unused address space 

SNORT Data packet sniffer, IDS, IPS 

 

 
Fig. 3 Ryu controller and communication between two hosts 

The communication [24] steps are as follows: 

Step 1: Host1 sends DNS query to DNS server for Host2 IP 
address 
 

Step 2: DNS server sends a response to the controller. The 
controller randomly chooses a virtual IP address v2 from the 
pool of available IP addresses and sends it to Host1, creating 
a mapping between real IP address and virtual IP address. 
After changing the IP address, the controller sends the DNS 
response to Host1 with the virtual IP address. 
 

Step 3: Host1 sends the data packets to the received virtual IP 
address v2 with source IP as its real IP address r1. Since the 
switch1 cannot match the destination IP address in its table, it 
forwards the packets to the controller. 
 
Step 4: The controller checks the source IP and destination IP 
address. If the source IP address is real, It randomly chooses a 
virtual IP address v1 from the pool and creates a mapping. The 
destination IP address will be verified with the mapping table, 
and when the entry is found, it checks the real IP address host 
and installs the necessary flows in the switches which can 
reach the destination host. 
 

Step 5 & 6: The data packets are delivered to the Host2 
according to the flows. At switch2, since the Host2 is directly 
connected to it, destination IP will be changed to r2 by the 

controller to route the packets to Host2 because the switch2 is 
not aware of the virtual IP address of Host2 
 

Step 7: Host2 responds to the data packets received, and now 
the source IP address will be real IP address r2, and the 
destination IP address will be v1. The controller changes the 
r2 real address to virtual v2. 
 
Step 8 & 9: The data packets are delivered to the Host1 
according to the flows. At switch1, since the Host1 is directly 
connected to it, destination IP will be changed to r1 by the 
controller to route the packets to Host1 because the switch1 is 
not aware of the virtual IP address of Host1. 

    The IP mutation is implemented by the Ryu controller 
using the following algorithm [24]. 
 

B. Algorithm Ryu Controller 

 
if pkt is DNS request 
 set DNS response change real rIP addr to vIP addr 
 Map{rIP, vIP} 
end if 
if pkt is TCP, UDP 
 if pkt.dest is rIP connected to the switch directly 
  then pkt.out to rIP address 

end if 
if pkt.dest is vIP 

  if pkt.src is rIP 
   pkt.srcIP = vIP addr 
   Map{rIP, vIP} 
  end if 

 refer pkt.dest to IP addr Mapping 
 install necessary flows in OF-switches 
  towards destination 

 end if 
end if  
 
 

C. Traffic Generation and Reconnaissance 

TCP and UDP traffic [24] are generated between the hosts 
using iPerf command line tool. To show the data packet 
analysis, data packets are sniffed by using TCPDump and 
saved in a PCAP file. The PCAP file is analyzed using Snort 
IDS. The scanning attack on the network is done using Nmap 
from Kali Linux OS. SNORT gives the details of number of 
TCP and UDP sessions between the hosts, events that needed 
to be reviewed etc. 

By using the SNORT statistics, the scanned IP addresses 
can be known and the number of times each IP is scanned. 
Using Nmap scanning, the attacker can gather whether the 
host is up or down, open ports available, services running on 
the open ports and their versions etc. Even though the attacker 
gathers all the details, the IP address will be changed 
frequently creating complex situation to understand about the 
network 
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Fig. 4 Reconnaissance using Kali 

 
Using security onion, further analysis can be done on the 

PCAP file. If the adversary succeeds reconnaissance stage 
and try to infect the PC, as a security analyst, detailed packet 
analysis should be done. The following Fig.5. shows the 
series of steps involved in the analysis. 

 

 
Fig. 5 SGUIL for packet analysis 
 

IV. RESULTS AND ANALYSIS 

     The following picture shows the Nmap scanning the 
network IP addresses. 
 

 
Fig. 6 Nmap scanning the IP addresses 
 

    From Fig. 6 you can see that the adversary can find the 
active host and identify the open ports available by using 
stealth scan. Fig. 7 shows the services running on the open 
ports and its versions. In Fig. 8, SNORT collects the 
individual host's total sessions for a certain period for further 
analysis. 
 

 
Fig. 7 Nmap showing services on open ports and its versions 
 

 
Fig. 8 SNORT analysis showing TCP UDP sessions 
 

 
Fig. 9. SNORT Alerts generated 
 
      Fig. 9 shows the alerts generated by SNORT IDS. The 
attacker scanned the network for possible information leak, 
which includes a username overflow attempt classified under 
attempted administrator privilege gain. The alerts generated 
by SNORT shows the number of hosts scanned and the 
information gathered. The mutation technique thwarts the 
scanning by changing the IP address of the host. The attacker 
cannot know the details of which host the information is 
gathered. Some other types of events filtered by SNORT are 
shown below in Table II and only few are listed. 
 

TABLE II. SNORT filtered events 

Events filtered by SNORT 
DNS named version attempt 
RSERVICES rexec username overflow attempt 
SCAN nmap XMAS 
POLICY FTP anonymous login attempt 
FTP PORT bounce attempt 
CHAT IRC nick change 
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SNMP request tcp 
SNMP AgentX/tcp request 

 

 
Fig. 10. Mutations of all hosts in a time interval 
 

 
Fig. 11. No. of sessions of all hosts in a time interval 
 

 
Fig. 12. No. of mutations of all hosts in a time interval 
 
    The number of mutations of all hosts for a certain period is 
shown in Fig. 10. Since the mutation time interval is random 
for all hosts, the host addresses are changed at the same time 
for all hosts. If a host is in a TCP/UDP session with other host 
or server, it will be interrupted due to random mutation. This 
will create unstability in the network and the network 
performance will be degraded. Fig. 11 shows the number of 
sessions established by each host. The session establishment 
number of each host vary with one another. Fig. 12 shows the 
number of mutations of each host after application of discrete 
mutation interval. The mutation technique is applied when 
the host terminate the session without interrupting. The 
stability of the network can be preserved with this technique. 
In Fig. 11, the number of sessions are different for every host. 
The host which is active in the network established more 

sessions than the other hosts. By analyzing this data, the 
address space range for each host can be assigned. The host 
which is active is assigned more address space range than 
other hosts which are less active. In this way, when the 
availability of host addresses is less , it can be managed with 
this technique. When the address space range is less, the same 
IP address is assigned to the host multiple times in a short 
interval. This gives adversary to gather more information 
with same IP address. 
 

V. CONCLUSION 

     In this paper, we described the application of moving 
target defense and analysis using software-defined 
networking. The goal is to mitigate scanning attacks, which is 
the first phase of the cyber kill chain. We implemented the 
topology in Mininet using the Ryu controller. We described 
the architecture and roles in the controller. The 
implementation shows the rapid mutations with discrete time 
intervals of each host. The mutation time intervals depend 
upon the session time interval. The controller can handle 
address space when the available address space is minimal. 
The data stats are used to handle low address space and 
discover highly active hosts in the network. 

Due to rapid mutations, the controller performance will 
degrade, eventually resulting in bandwidth consumption, 
memory overflow, latency, jitter, and other overheads. For 
future work, we plan to study the methodologies to minimize 
the overheads and effectively implement mutation techniques. 
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