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Abstract—Most popular methods for evaluation of automatic 
summarized text content employ some protocol that requires gold-
standard summary, usually made by human, for validating the 
summarized text content based on some content comparison. 
These evaluation methods are however unable to function in case 
human-made summaries are not available, or improperly 
functioning when these summaries are in poor quality. In this 
paper, we proposed SESP, a novel evaluation method using 
content based approach. SESP applies advanced text tokenization 
methods and semantic based similarity metrics to generate 
semantic probability distributions of text contents. The 
probability distributions are then used for evaluating summarized 
text content given the original text document. We showed that 
SESP functions without a need for gold-standard summaries, but 
yet achieving better performance compared with the state of the 
art methods that require human-made summaries. 

Keywords—text summarization,  lemmatization, part of speech, 
content-based approach, probability divergence. 

I. INTRODUCTION 

Automatic Text Summarization (ATS) refers to the task that 
utilizes techniques of Natural Language Processing (NLP) to 
automatically produce the shorter piece of text for a given 
original text document while keeping the source information 
content. Current state of the art ATS includes methods using 
extractive approach and those using abstractive one. Given a text 
document, extractive methods analyze the document, searching 
for most important passages, then using them to generate 
summarized content for the original document. Abstractive 
methods, on the other hand, employs some particular Natural 
Language Understanding (NLU) in NLP, including grammars 
and lexicons, to first understand the original document, then to 
generate summarized content that best describes the document. 
The summarized contents generated by abstractive methods 
therefore may not exactly consist of the verbatim sentences of 
the most important passages in the source document. While most 
of ATS models are based on extractive approach, recently 
developed abstractive based models have shown their significant 
advantages, particularly those using generative AI approach, e.g. 
chatGPT based models. That motivates a need for effective 
methods for evaluation of ATS models. 

Methods for ATS model evaluation can be broadly classified 
into two categories: intrinsic and extrinsic. Extrinsic evaluation 
assesses summarized content based on its utility in given 
application context; e.g. the relevance, reading comprehension, 
etc. It can involve a comparison with the original document or 
summary written by a human expert, measuring how many main 

ideas of the document are covered by the summarized content. 
Intrinsic evaluation, on the other hands directly assesses the 
summarized content for the coherence, faithfulness, linguistic 
and content quality [1]. Both categories are however facing the 
problem of defining proper validation factors, metrics and their 
usage. The most popular metrics for intrinsic evaluation, to date, 
are precision, recall and F-score, which measure the overlap 
between summarized contents and human-made summaries. 

Intrinsic evaluation methods, thanks to their advantages in 
terms of computational time and annotation cost, have been used 
by the great majority of research papers on ATS model 
evaluation [2] [3]. Lin [2] proposed content based metrics which 
measures the number of overlapping textual units (n-gram word 
sequences) between the ATS content and the gold-standard 
summaries for the model evaluation. Ng et al. [4] extended the 
work of [2] by using a word embedding technique to make 
possible soft lexicon matching that allows approximate 
similarity among tokens. Peyrard et at. [5] combined the metrics 
of [2] and [4] to build  better metrics for ATS evaluation. Zhao 
et al. [6] applied a distance measurement on n-gram embedding 
pooled from BERT representation to define new semantic 
metrics to measure semantic distance between ATS contents and 
golden summaries. Zhang et al. [7], on the other hand, proposed 
an alignment method on token level to bring a better similarity 
measurement for ATS contents and human-made summaries. 

Among the state of the art (SOTA) intrinsic evaluation 
methods, ROUGE is most widely used due to its high correlation 
with the manual assessment process [2]. Its key feature of 
supporting different methods for both text content representation 
and similarity definition encourages the research community to 
contribute. However, ROUGE and the similar methods mainly 
use n-gram technique which is known suffering from capturing 
linguistic patterns. Most of them do not allow semantic 
similarity among tokens which unfortunately reduces the 
performance of evaluation metrics. In addition, all of them 
require gold-standard summaries for evaluation process, and are 
therefore inapplicable when lacking human help. 

In this research, we proposed SESP, a novel method for ATS 
model evaluation. SESP applies POS (Part Of Speech) in NLP 
to tokenize and to convert text contents into semantic probability 
distributions. Distribution divergence measures are used to 
compute the sematic similarity between ATS content and 
original text document for ATS model evaluation. SESP does 
not require human-made summaries. We showed that SESP 
outperformed ROUGE on some real-world datasets. 
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II. TEXT SUMMARIZATION 

A. Text summarization 
Automatic text summarization (ATS) is a process of finding 

a subset of as few as possible sentences or passages from a given 
document, but consists of as much as possible information 
content of the document. There exists two types of text 
summarization: extractive and abstractive. Extractive methods 
usually reuse sentences and passages from the original 
document for building ATS content. The earliest work on 
extractive summarization was done by Luhn [8]. This method 
utilizes statistical analysis of word distributions to select the 
most important words, sentences for ATS content. TextRank 
(Mihalcea et al.) [9] on the other hand converts text content into 
graph. The graph model is used for ranking words and sentences 
of the original document. Ranking results are employed for 
generating ATS content. Similar to that of [9], LexRank method 
(Erkan et al.) [10] also relies on document graph model to search 
for the most important sentences using concept of sentence 
salience. In a different approach, Steinberger et al. [11] proposed 
an LSA based model to capture the key concepts in original 
document for determining the most important sentences. 
Selected sentences are used for ATS content. 

Extractive method have the advantage of preserving factual 
information, the summarized content however can be hard to 
read. This is where the abstractive methods step in. These 
methods rely on NLU techniques to encode information content 
of the document, and to decode the information for ATS content. 
ChatGPT [12], for example, is a modern abstractive ATS model. 
Abstractive methods can produce better ATS contents in terms 
of coherence, they may however fall short of faithfulness. 

B. Co-Selection evaluation metrics 
The main evaluation metrics of co-selection are precision, 

recall and F-score. Precision score determines what fraction of 
the sentences selected by ATS model are correct, and is 

computed, as in ���, using the number of sentences occurring in 
both ATS content and gold-standard summary divided by the 
number of sentences in the ATS content. Recall score, on the 
other hand, determines what proportion of the sentences chosen 
by humans are selected by the ATS model, and is defined, as in 

���, by the number of sentences occurring in both ATS content 
and gold-standard summary divided by the number of sentences 
in the gold-standard summary. 

Denote by X and Y, the automatic summarized content and 
the gold-standard summary, respectively. 

� � ����

� � ����

F-score is a composite measure that combines precision and 
recall. The basic way of how to compute the F-score is to count 
a harmonic average of precision and recall: 

� � ����

More flexible combination form of F-score, which allows to 

choose favoring either precision or recall, and is defined in ���. 

� � ����

where β is a weighting factor that favors precision when β > 
1, or else, when β < 1, favors recall. 

C. ROUGE 
ROUGE method employs gold-standard summaries to 

automatically validate summarized text contents based on n-
gram overlaps [2]. The overlapping information is then used to 
compute evaluation metrics. 

1) ROUGE-N 
Traditional ROUGE method basically uses unigram (1-

gram) and bigram (2-gram) overlaps [2], described below. 

Denote by X and Y, the automatic summarized content with 
m tokens, and the gold-standard summary with n token, 
respectively. Let ROUGE-N be the ROUGE method which is 
unigram ROUGE, for n = 1, or bigram ROUGE for n = 2. 

� � �	��

� � �
��

ROUGE-N however has limitation in that can arbitrarily 
break some linguistic patterns in the text. Information content in 
the text therefore can be lost. 

2) ROUGE-L 
ROUGE-L is another popular variant of ROUGE. It is an 

update of traditional ROUGE method using longest common 
subsequences instead of n-grams in evaluation procedure. A 
subsequence of length k is a list of k increasing indices 
corresponding to the tokens in a given text. A common 
subsequence among an automatic summarized content X, and 
the gold-standard summary Y is a pair of subsequences (i1,…, 
ik) and (j1,…, jk) such that X[il] = Y[jl], l=1,…,k; X[il] and Y[jl] 
are tokens in X and Y. The longest one of such common 
subsequences can be determined efficiently using a Viterbi 
algorithm for sequence alignment [13], or any similar dynamic 
programming algorithm. The precision and recall for ROUGE-
L are defined as in (7) and (8). 

� � (7)�

� � (8)�

Where LCS(.) is the function that determines the length of 
the longest common sequence between automatic summarized 
content X, and the gold-standard summary Y. 

ROUGE, similar to other co-selection based evaluation 
methods, ignores the fact that two sentences can contain the 
same information even if they are written differently. In 
addition, these methods do not allow synonym words. This 
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limitation degrades their performance, particularly in measuring 
similarity between ATS contents and gold-standard summaries. 

III. PROPOSED METHOD 

We proposed SESP, an ATS evaluation method that utilizes 
POS (Part Of Speech) based tokenization technique with 
semantic similarity for semantic probability distribution 
representation of information content in text document. 
Probability divergence measures are used to determine the 
similarity between ATS content and original document. 

A. POS based tokenization 
POS based tokenization technique of SESP aims at turning 

text document into informative facts. Each SESP fact is defined 
to be a tuple of tokens that are connected with linguistic 
relational patterns or rules, where the root is an object and its 
dependents are either attributes or actions of the object itself. 
Table 1 shows a list of rules that define possible tuples for facts. 

Each sentence may have  multiple facts of which each holds 
a piece of information content of the sentence. For instance, 
given the sentence S: “Autonomous cars shift insurance liability 
toward manufacturers”. 

 

Fig. 1 shows the root tokens with POS information and 
relevant facts of the sentence S. The word “car”, of which the 
POS is of noun, is a root token and can join with the word 
‘autonomous’ which is ADJ to build a fact “autonomous car”.    
Hence, sentence S has a list of facts as followings: 'autonomous 
car', 'car', 'autonomous car shift', 'insurance liability', 'liability', 
'shift insurance liability', 'manufacturer', 'toward manufacturer'. 

Linguistic relational patterns found in a sentence may 
overlap. Some of them may be redundant and uninformative. For 
instance,  the tuple of (subject, verb, object) when applied onto 
the sentence “Autonomous cars shift insurance liability” will 
create two overlapping facts: “Autonomous cars shift” and “shift 
insurance liability”. 

In order to reduce the number of facts as well as to eliminate 
redundant and uninformative ones, one can simply update the 
list of linguistic rules. For example, we proposed removing the 
last relational rule in Table 1 which is (verb, subject passive). 

 

 

 

TABLE 1 LIGUISTIC RELATIONAL RULES 

Dependent Root 

 Noun 

Adjective Noun 

Adjective Proper noun 

Adjectival modifier Noun 

Adjectival modifier Proper noun 

Verb Nominal subject 

Verb Subject passive 

 

Utilization of POS based tokenization technique and the 
concept of informative facts in SESP allows to address a 
common problem of SOTA methods in determining proper n-
gram for text content tokenization, particularly, in case where 
the text content is token-sensitively consistent. For instance, 
given two sentences S1 and S2 [2] as followings. 

S1. police kill the gunman 

S2. the gunman kill police 

POS based tokenization of SESP will convert the two 
sentences S1 and S2 into token vectors V1 and V2 respectively 
as below: 

V1 = ['police', 'police kill', 'the gunman', 'gunman', 

  'kill the gunman'] 

V2 = ['the gunman', 'gunman', 'the gunman kill',  

 'police', 'kill police'] 

 Since V1 and V2 are very much different in terms of token 
elements, their representations in terms of probability 
distributions will be much different too. 

B. Word embedding and token semantic similarity 
In NLP, word embedding is about representation of words, 

facts, or even more, of sentences and documents, in an effective 
way to support further text analyses. The representation usually 
uses a real-valued vector that encodes both word meaning and 
word dictionary information such as type, synonyms and 
antonyms. Among of the most popular word embedding 
methods, GloVe (Global Vectors for Word Representation) is 
widely used these days. Glove works based on matrix 
factorization techniques using word-context matrix. A large 

Fig. 1 POS based tokenization 
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matrix of co-occurrence information is constructed by counting 
every word to see how frequently it is found in some “context” 
(relevant words) in a large corpus. A large corpus can be either 
all the documents made available on Wikipedia, or all the posts 
on Twitter. Fig. 2 shows an example on co-occurrence of the 
word wk with the word wᵢ and wⱼ. 

 

Fig. 2 Example of word co-occurrence matrix 

A neural network model was used to learn the co-occurrence 
matrix in the context of the selected corpus, resulting in the best 
representation, real-valued vector, of every word for the given 
context. Use of Glove word-embedding method allows both 
compact representation of words, relevant information and 
possible sematic similarity measurement between words and 
facts. For instance, it allows measuring how close, in terms of 
semantic similarity, the two different words are. This not only 
eliminates the problem of matching different words, but also 
enhances the process of measuring the similarity between ATS 
contents and the original document. 

C. Probability distribution similarity 
Probability distributions of the parsed tokens of text 

document are used to approximate information content of the 
document. Definition of semantic similarity between probability 
distributions is essential to compute the distance between AST 
contents and gold-standard summaries. 

1) Kullback Leibler divergence 
The Kullback Leibler (KL) divergence between two 

probability distributions P and Q is defined as in . 

� � ����

KL(.) is defined as the average number of bits wasted by 
coding samples belonging to P using another distribution Q, an 
approximate of P. In SESP method, P and Q stand for two 
probability distributions of words from ATS and the original 
document contents. KL divergence is not symmetric. The 
divergences of ATS content to gold-standard and gold-standard 
to ATS content are therefore not identical. In addition, there 
might be the case where PQ(w) divergence is undefined when 
PP(w) > 0 but PQ(w) = 0, resulting in undefinition of KL(.).  A 

simple smoothing function in ���� can help with the problem. 

� � �����

where C is the word count, N is the number of tokens, B = 1.5|V| 

and V is input vocabulary, �
 was set to small value of 0.0005 to 
avoid shifting to much probability to unseen events. 

 

2) Jensen Shannon Divergence 
The Jensen Shannon (JS) divergence  incorporates the idea 

that the distance between two probability distributions cannot be 
very different from the average of distances from their mean 

distribution. JS(.) is formally defined as in ����. 

� � �����

where  is the mean distribution of P and Q. 

In contrast to KL divergence, JS divergence is symmetric 
and is always defined. JS divergence is therefore used for 
computing the distance between semantic probability 
distributions. Since JS(.) is always defined, semantic similarity 
between any pair of text contents should be always defined. 

D. SESP algorithm 
- inputs: A (ATS content), D (original document) 

- output: semantic similarity score (larger the better) 

Step 

1) Create the gold-standard tokens using D 

2) Generate probability distributions PA, PD for the two text 
contents, A and D, respectively using gold-standard tokens 

3) Return JS(PA, PD) using (11) 

4) Stop 

IV. EXPERIMENTS 

A. Datasets 
To benchmark our proposed method (SESP) we used two 

datasets: CNN/Daily Mail [14] and SRAdb. CNN/Daily Mail 
dataset consists of more than 300,000 news articles from CNN 
and the Daily Mail newspaper, published between 2007 and 
2015. We used the latest published version of the dataset. The 
test split from the dataset, consisting of  11,490 articles, was 
used. 

SRAdb dataset contains the metadata of the Sequence Read 
Archive (SRA), publicly made available by the National Center 
for Biotechnology Information (NCBI) [15]. The metadata are 
about 331,837 research studies submitted to NCBI. However, 
there are only 16,929 studies that provide detail and brief 
information on their research experiments. 

B. Test procedure and evaluation measures 
For each document and its human-made summary, we 

applied ATS methods in section II.A, including TextRank (Rnk) 
[9],  LSA based method [11], Luhn [8], LexRank (Lex) [10], and 
ChatGPT-2 (GPT2) [12] to generate ATS contents for the 
document. We only ran GPT2 on SRAdb because GPT2 is time 
consuming. We then applied SESP on every pair of the 
document and each of ATS contents created the ATS 
algorithms. For ROUGE-1, ROUGE-2 and ROUGE-L, we did 
the same but replaced original document by the gold-standard 
summary. Output scores were averaged by ATS algorithm and 
ATS evaluation method across the dataset. Final benchmark 
results were reported in section IV.C. 
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C. Experimental results 

TABLE 2 EVALUATION OF ATS METHODS USING CNN-DAILYMAIL 

 Rnk Lsa Luhn Lex Corr. 

SESP 0.390 0.345 0.400 0.381  

ROUGE-1 0.315 0.266 0.303 0.302 0.903 

ROUGE-2 0.114 0.078 0.106 0.099 0.925 

ROUGE-L 0.288 0.242 0.275 0.274 0.899 

 

Table 2 shows performance results of SESP and the ROUGE 
methods. The column “Corr.” indicates a high correlation 
between SESP and ROUG ones. The highest correlation is of 
0.925, which is between SESP and ROUGE-2. The correlation 
is slightly lower when comparing SESP with ROUGE-1, which 
is 0.903; and with ROUGE-L, which is 0.899. SESP however 
differed from the ROUGE methods in selecting the best ATS 
method; SESP picked Luhn while all ROUGE methods selected 
TextRank method. However, Luhn was also reported by a recent 
reseach work [16] as the best ATS method for CNN-DailyMail 
dataset. 

D. NCBI SRAdb - metadata for RNAseq data 
SRAdb dataset contains the metadata of high-throughput 

next-generation sequencing data publicly made available by 
NCBI. In addition to extractive method, we also employed an 
abstractive method (GPT2) to generate ATS contents for testing 
purpose. 

TABLE 3 EVALUATION OF ATS METHODS USING SRADB 

Method Rnk Lsa Luhn Lex GPT2 Corr. 

SESP 0.750 0.724 0.748 0.725 0.646  

ROUGE-1 0.801 0.777 0.793 0.774 0.678 0.996 

ROUGE-2 0.766 0.729 0.763 0.733 0.575 0.997 

ROUGE-L 0.800 0.775 0.791 0.773 0.675 0.996 

 

Table 3 shows the performance results of SESP and the 
ROUGE methods. Information in the column “Corr” indicates 
that SESP had very high correlation with ROUGE ones, and 
most correlated with ROUGE-2 method. For the best ATS 
method, SESP picked TextRank which was also selected by all 
the ROUGE algorithms. 

Benchmarks using the two datasets in section IV.A show that 
SESP outperformed the ROUGE methods. In addition, SESP 
does not require human-made summaries for its evaluation 
procedure. SESP is therefore more practical when applying for 
real-world problems. 

V. CONCLUSIONS 

We introduced SESP, a novel method for evaluation of 
automatic text summarization models. SESP applies advanced 
text tokenization methods and semantic similarity measures to 
properly parsing text data and to build highly accurate 
probability distributions of text contents. Using content 

probability distributions, SESP is able to validate ATS contents 
without a need for human-made summaries. We showed that 
SESP outperformed ROUGE, the most popular evaluation 
method for ATS models, on two real-world datasets, SRAdb and 
CNN/DailyMail from DUC. 

Our future work includes additional benchmarks of SESP on 
more challenging datasets from DUC and TAC, and application 
of SESP in linguistic educational software. 
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