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Abstract— In the past few decades, the software requirement 
gathering phase as part of the software development life cycle has 
become of great interest to software project managers, developers, 
and clients. It has become a critical factor in project success and 
defining its quality. The requirement gathering phase is how 
developers gather the software projects’ functional and non-
functional requirements. Therefore, developers need to go 
through intensive testing activities to ensure that these 
requirements are correct and sufficient. In addition, project 
managers employ software tools for requirements verification and 
validation. However, there is a lack of research studies for 
identifying criteria affecting the selection of software tools used for 
requirements verification and validation. In this work, we focus on 
identifying some criteria to choose software tools for requirement
verification and validation to serve the requirements gathering 
phases. The criteria can be utilized as a selection guide for IT 
employees and managers to select appropriate verification and 
validation tools.

Keywords — Software V&V tools, selection criteria, styling,
software development life cycle

I. INTRODUCTION 

Technology has rapidly developed, resulting in increased 
competition; this phenomenon motivates researchers to seek 
new avenues of improvement in software development and its 
process [1]. The technique of splitting development work into 
discrete phases is referred to as the software development 
procedure [12]. This facilitates software project management 
and enhances the efficiency of the work. The software 
development life cycle (SDLC) refers to the process of 
performing the software development processes in the creation 
of software applications [2]. The requirement collection phase is 
the process in which developers collect the business 
requirements (functional) and technical requirements (non-
functional) of the software project. Then in the design phase, the 
software is designed and built (by coding) based on the collected 
requirements [3]. Next, intensive testing activities are 
accomplished in the testing phase in order to guarantee that the 
developed software meets the expectations. Afterwards, the 
software is delivered to the end-user in the deployment phase. 
At last, errors, problems and improvement issues raised by 
different stakeholders are addressed in the maintenance phase. 
The first phase in SDLC is the requirements gathering process. 
The requirements define the stakeholder needs and expectations 
behind the development of a new software project, as well as 
how the software will act in order to meet those needs [4]. In 

general, requirements engineering consists of several activities, 
including rrequirement elicitation, rrequirement specification,
rrequirement verification and validation, and rrequirement
management. This area remains understudied, underlining the 
need for more empirical studies to illustrate the identifying 
criteria affecting the selection of software tools used for 
requirements verification and validation 

Requirement extraction is the activity of obtaining knowledge 
associated with customer needs. Therefore, in order to collect 
the system requirements based on the need of the users, a 
number of stakeholders are selected to be contacted in elicitation 
activity [5]. The primary goal of requirements validation is to 
develop full, accurate, and significant system requirements and 
represent what the user requires [6]. There is an urgent need to 
provide more care at the phase of collecting requirements in 
order to ensure the correctness of their collection and to come 
up with software that satisfies stakeholders and their 
expectations, where these arrangements and care reduce the 
chances of re-working on collecting requirements again [7]. The 
process of defining if the proposed software fits the gathered 
requirements using techniques such as inspection, 
walkthroughs, and reviews is known as the requirements 
verification process [8]. On the other hand, the activity of 
assessing, recording, tracking, and prioritizing requirements, as 
well as handling interactions with necessary parties, is known as 
requirements management.

Requirements verification and validation (V&V) tools are 
necessary to make sure that we produce the right software. The 
verification tool is to ensure that software meets specifications. 
Validation tool focuses on whether the software meets the 
expectations and requirements of the end user [25]. Hence, 
selection of the perfect tools for requirement V&V is very 
important. The industry, however, mainly focuses on selection 
of requirement engineering tool in general based on some 
common criteria including whether the tool provides elicitation, 
analysis, specification, verification and validation, and 
requirements management. There are also some criteria 
available for selection of requirement V&V tools. For example, 
whether the tool provides with storing and managing 
requirements elicitation templates, prioritization forms, 
generating exception reports on verification plan cases with no 
verification, etc. However, the criteria are selected on brute force 
manner at the time of selecting V&V tools, and do not always 
fit the software at hand in performing requirements verification 
and validation [9]. In this work, we perform an investigation 
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about significant criteria that impact the selection of 
requirements verification and validation tools. We first study 
different criteria currently being used by organizations along 
with the efficacies. Then we propose a list of criteria that can be 
used in the process of choosing appropriate requirement V&V
tools.

II. RELATED WORKS

In this section we will go through some currently available
criteria selection models for V&V techniques and tools, and 
discuss the shortcomings to be fulfilled.

A. Wang  selection model 
Wang [30] presented a model constituting of two key 

aspects: a characterization approach to developing a V&V 
techniques catalogue that packages the available techniques 
together with the information about their application conditions,
and a planning and tailoring strategy for project-specific 
selection of the appropriate V&V techniques from the 
established catalogue according to the goals and characteristics 
of a simulation study[30]. Simulation studies help make 
improved decisions when choosing statistical models. The 
reason for using the simulation study was to model real-life or 
hypothetical situation on a computer to solve it. Wang 
developed a modelling and simulation (M&S)-specific 
characterization model that introduced a clear step for 
techniques selection[30].

The characterization techniques include analyzing the available 
V&V method applicable to M&S applications, outlining an 
M&S-specific characterization model specifying the relevant 
properties of V&V techniques, employing the defined model to 
characterize the existing V&V methods and developing a 
catalog of the characterized V&V techniques, and selecting the 
appropriate V&V techniques from the V&V techniques catalog 
according to the goals and characteristics of an M&S project.

Different researchers have proposed multiple models that 
have shown some gaps. For example, the characterization 
approach proposed by Wang [30] cannot be utilized for selecting 
V & V techniques in the M&S context due to several factors:

It is only applicable in the testing phase; however, 
V&V model should be performed as a continuous 
activity throughout the M&S life cycle.

This characterization scheme was designed specifically 
for characterizing techniques for testing only. Other 
quality assurance techniques, such as inspections, 
reviews, and walkthroughs are difficult to characterize.

The model’s attributes are defined for software 
projects and are not always applicable to simulation
studies 

The selection of more than one testing method is not 
possible for a specific software or project

No process is linked with the model to support the 
technique selection.

These issues underline the need for an improved model to be 
developed for characterizing V&V techniques.

B. Altinok et al. selection model 
Altinok et al.  introduced a Goal-Oriented Categorization 

(GOC) approach as a dynamic V&V method selection 
strategy[32]. This model outlines two main methods for 
constructing the GOC model:  using a default criterion, 
categorizing V&V methods based on their identified features; 
and setting a specific goal to categorize V&V methods when 
project management information and relevant software metrics 
are obtainable [32]. They performed with selection process of 
the simulation V&V techniques selected in accordance with the 
relevant project or specific criteria facilitated by the Goal-
Oriented Categorization, a proposed , GOC as a V&V method 
selection process model that is specific to and adaptable to any 
simulation work.

The development of the model has three main stages:

Categorizing V&V methods considering the default 
criteria.

Retrieving simulation information based on simulation 
project management and software metrics. 

Generating the GOC chart and updating this structure 
in case of changes in the process.

Altinok et al. (2021) underlined a gap in the current models. 
Accordingly, it is vital to offer the accuracy and level of 
credibility of any simulation software by utilizing the proper 
techniques [32]. Most of V&V techniques have been created to 
be applied in the V&V process for simulation models. Thus, the 
technique selection process needed to perform V&V activities 
tends to be complex, especially when planning feasibility and 
cost issues for different simulation projects.

C. Strooper & Wojcicki selection model 
Strooper and Wojcicki [31] explored several issues related to the 
selection and evaluation of combined V&V technologies based 
on personal experiences with the V&V of concurrent Java 
components [31]. They designed a V&V method that was 
systematically derived through an analysis of the possible 
failures that can occur in concurrent or simultaneous Java 
components [31]. The model combined inspection, static 
analysis, and dynamic testing coupled with empirical methods 
that utilize analysis of fault data and experiments to evaluate 
V&V combinations. Strooper & Wojcicki presented their ideas 
for an alternative technique that can be utilized to help with both 
the selection and evaluation of cost-effective V&V combination 
in a specific context [31]. Accordingly, combinations of V&V 
techniques are appropriate explicitly depends on the context, 
such as application domain and criticality of software. Strooper 
& Wojcicki considered different V&V technologies for 
concurrent (Java) components [31]. They also considered the 
V&V of components instead of complete applications or 
systems. 

Strooper & Wojcicki (2007) associated a significant part of 
the cost and effort for development and maintenance with V&V 
activities involving selecting and applying a mix of V&V 
technologies. Regrettably, only limited is known regarding the 
cost-effectiveness of individual technologies or how to derive 
the most cost-effective combination.
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D. The Missing/Gap/Extra of existing selection models
V&V of advanced control systems are necessary for their 

utilisation in fielded systems. Multiple studies have explored 
comprehensive V&V processes encompassing analysis, 
simulation, and experimental testing and they use in assessing 
closed-loop system performance and identify system 
limitations. Presently, there exist multiple studies describing 
different V&V techniques and their application. However, 
potential accessible findings and experiences on the effective 
selection of suitable V&V methods for a specific modeling and 
simulation (M&S) context is still missing or understudied. All 
the researches in the market only setting criteria for V&V 
techniques there is no research that tackle the criteria selection 
for V&V tools. In this research we will develop criteria and 
model for V&V tools selection.

III. PROPOSED MODEL

Based on the present research gaps, the proposed V&V 
selection model is a continuous activity throughout the entire 
M&S life cycle; thus, the V&V tool evaluation approach should 
facilitate systematic technique selection. The main selection 
criteria should include different aspects such as design 
documentation, operation costs, Computational, Development 
vs. Maintenance Activities and User Constituencies in order to 
cover selection of V&V tools for different phases of SDLC.

Figure 1 illustrates the proposed model for the V&V 
process. It aggregates the activities for performing verification 
and validation and leveraging the verification and validation 
productions. The key attributes in the proposed model include 
applicability and functionality.

Figure 1. Proposed model for the V&V process.

Hence the objectives of the proposed evaluation model 
scheme can be outlined as follows:

A. Design Documentation 
This involves:

verifying that the design is consistent with, and has 
satisfied, the requirements 

performing consistency and completeness checks 
within the design itself,

verifying the consistency of the code with the 
design

The tools proposed by the evaluation model should 
provide:

A thorough and complete test of the code based on 
the design.

support to select appropriate techniques for each 
V&V activity throughout the Method & Software 
life cycle;

information aiding the project management with 
planning the V&V 

Applicability to any simulation study with well-
defined and structured model development and 
V&V process.

On this topic, the proposed model chose:

1) Applicability. 
An analysis of an algorithm can be limited by the current 
state of the profession of the software developer. The 
Software V&V tools need to be generally applicable to the 
developers. The tool should be applicable for a V&V 
technique within the Method & Software life cycle, the 
information about in which V&V activities, to which 
artifacts of a model a technique can be applied, and which 
type of model errors it helps to detect. Moreover, the 
proposed model considers the operational conditions,
whether the application of a V&V technique is coupled with 
a particular development paradigm of a simulation study, 
modeling formalism, simulation type, and simulation 
language; or whether an observable system (in which it is 
possible to collect data on the operational behavior) or 
execution of a model is required.

B. Operation costs 
Selection of V&V techniques is a decision process to 

determine whether or not the application of the technique and 
the costs of its application match a given Method & Software 
context. Therefore, when constructing a Method & Software-
specific characterization, the applicability of techniques and the 
costs of their usage are crucial and have to be included in form 
of several suitable attributes.

The cost to analyze an algorithm is dependent on the 
complexity of the software and the amount of understanding of 
algorithms of the same class. Usually, software development is 
generally a manual technique. Effective use of V V&T requires 
thoughtful problem and solution consideration. Tools do exist 
that use symbolic execution to automatically generate loop 
invariant assertions. The cost then becomes that of symbolic 
execution. On the other hand, some software V & V tools are 
more expensive than others.

A cost-effective procedure, therefore, is to develop 
intermediate assertions only for particularly important parts of 
the computation. Input assertions should always be employed, 
and output assertions whenever possible.

Proposed model considered:
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Low-cost categorization: To be used in cases where there are 
budget constraints in human resources and financial matters.

C. Computational 
Learning these tools requires significant training in 

mathematics and computer science. A functional understanding 
of tools is necessary to use them. It should not take long to 
sufficiently learn the specification syntax for assertions 
acceptable to that tool. The generation of useful assertions is 
necessary for this technique to be truly valuable.

Running this software should be done by a specialist. 
Training and experience in writing assertions are the keys to 
their effective use. Thoughtful consideration of the requirements 
contained should enable a programmer to begin with useful 
assertions. Experience will sharpen the ability, especially if a 
dynamic assertion processor or other allied technique is also 
used.

Here we will consider computational effectiveness in two 
subcategories:

Experience-based: It is used when there is enough 
competence in the relevant process.

Coverage: It is used when an extensive V&V 
process is required.

D. Development vs. Maintenance Activities 
This phase includes definition, design, and implementation 

and other phases like requirements definition, analysis and 
design, development, validation, and implementation.

This is valid when accessing the code of the simulation 
software and can provide important information for the V&V 
method selection strategy.

These considerations can be discussed as follows:

a) Functionality.
Functionality may be discussed in these terms:

Amount of work done - Understand that an 
algorithm is correct if, when given a valid input, it 
fulfills the requirements using the right time.

Amount of space used - The number of memory 
used by a software, and the number of seconds 
required to execute a program, depends on the 
particular implementation. 

Accuracy analysis - The computational stability of 
the tool is verified by determining that the integrity 
of round-off accuracy is maintained. It is done 
manually at the requirements or specification 
level.

E. User Constituencies 
User involvement and sophistication were found at each of 

the sites interviewed. One site had a formal group that interfaced 
between the user and the developer to help prepare validation 
plans. On two sites, users were involved to some informal 
degree, in both requirements specification and acceptance 
testing.

Hence, proposed model considered::

a) Scope.
Simplicity - Simplicity is the case and most straightforward 

way of solving a problem although not the most efficient. Yet 
simplicity in a tool is a desirable feature. It may make verifying 
the correctness of the software easier, and it makes writing, 
debugging, and modifying a program for the software easier. 
The time needed to produce a debugged program should be 
considered when choosing a tool, but, if the tool is to be used 
very often, its efficiency is probably the determining factor in 
the choice.

IV. RESULT

The proposed model was compared with several other V & 
V selection models, including the ones developed by Wang 
(2013), Strooper and Wojcicki (2007), and Altinok et al. (2021) 
among others. The proposed model’s characterization technique 
follows a simple technique [30] [31] [32].

As illustrated in the proposed model, the main constituents 
include testing applicability and functionality. When testing 
applicability, the main focus will be operations costs, 
computational effectiveness, and development maintenance 
activities. On the other hand, functionality will focuses on 
amount of space used, amount of work done, and accuracy 
analysis. The model will focuses mostly on verifying and 
validating requirements. In this step, each step, each requirement 
is verified and validated to ensure that they are the correct 
requirement in terms of applicability and functionality. 
Consequently, it ensures that the requirements meet the overall 
objective of the system and all stakeholder needs. Verification 
and validation is done continuously throughout the development 
of requirements at every level and as part of baseline activities 
and reviewed during the system requirement reviews.

From the proposed selection model, we will have these result 
in table below: 

TABLE I. SELECTION CRITERIA CATLOUGE FOR EACH TOOL

Category Attribute 
SDLC Phases

P1 P2 P3

C1 Applicability 80% 95% 70%

C2 Functionality 90% 80% 85%

V. CONCLUSION 

There is a significant limitation today regarding the criteria 
selection model for V&V tool. Our proposed model will tackle 
such gaps through a systematic process to choose the right V&V 
tools for a project. We have developed criteria that can be used 
as a selection guide for IT employees and managers as well as
clients to select the appropriate verification and validation tool.
The main component of the proposed criteria include 
applicability and functionality of the model to select the 
appropriate verification and validation tool. In a broader 
perspective, the criteria also include other factors such as the 
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application area, the type of processing performed and whether 
or not the systems were in existence or being developed, the size 
of projects, and the constraints affecting the projects.
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