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Abstract— The proliferation of the Internet of Things (IoT) 
devices has led to an increased risk of cyberattacks and malicious 
activities, including the spread of malware. To mitigate these risks, 
it is crucial to develop effective approaches for detecting IoT 
malware. In this study, we propose a framework for detecting IoT 
malware using optimized decision trees with AdaBoost. We use 
two widely used datasets, NSL-KDD and CICIDS2017, to evaluate 
the performance of the proposed framework. The framework 
includes feature selection and hyperparameter tuning to enhance 
the performance of the model. Our results show that the proposed 
framework achieves high accuracy, precision, recall, F1 score, and 
AUC-ROC in detecting malware attacks. However, the study also 
has limitations, such as the focus on network-level features and the 
limited evaluation on specific datasets. Future research can 
address these limitations by testing the proposed framework on 
more diverse datasets and exploring different machine learning 
algorithms and techniques. Overall, our study provides a 
promising approach to detect IoT malware and can contribute to 
the development of more robust and effective approaches for 
network intrusion detection.  

Keywords—Decision trees, IoT malware, deep learning, KDD, 
CICDS, cyber-attacks, optimization, AdaBoost.  

I. INTRODUCTION  

In recent years, the rise of social media has revolutionized 

the Detecting malware in IoT (Internet of Things) devices is a 

critical challenge for ensuring the security and privacy of these 

devices and their users. Machine learning (ML) techniques, 

including decision trees, have been widely used for malware 

detection in various domains, including IoT. However, 

traditional decision trees are prone to overfitting, which can 

lead to poor performance and generalization ability on new and 

unseen data. To address this issue, we propose using optimized 

decision trees for IoT malware detection [1,2,3]. 

Optimized decision trees can improve the accuracy and 

generalization ability of the model by reducing overfitting and 

complexity. Pruning techniques can remove branches that are 

not necessary for decision making, thus reducing the tree's 

complexity and improving its ability to generalize to new data. 

Ensemble methods, such as Random Forest, can combine 

multiple decision trees to improve their accuracy and 

robustness, and reduce the risk of overfitting [4,5]. 

Using optimized decision trees for IoT malware detection 

has several benefits. Firstly, it can enhance the accuracy and 

efficiency of malware detection, enabling faster and more 

effective response to threats. Secondly, it can help to reduce the 

false positive and false negative rates, which are critical for 

minimizing the impact of security breaches and minimizing the 

costs of security operations. Lastly, it can enable the detection 

of more complex and sophisticated malware that may be missed 

by traditional detection methods [7,6,8]. 

Our study is unique in that we propose using optimized 

decision trees for IoT malware detection, which has not been 

extensively explored in the literature. We use two widely used 

datasets, NSL-KDD and CICIDS2017, to evaluate the 

performance of our approach and compare it with traditional 

decision trees and other ML models. Our findings demonstrate 

that optimized decision trees can achieve higher accuracy and 

efficiency than traditional decision trees and other ML models, 

and have the potential to be a valuable tool for IoT malware 

detection in real-world applications. [11,12] 
 

II. RELATED WORK 

 

ML has been widely used for malware detection in various 

domains, including IoT. Several studies have evaluated the 

performance of decision trees for this purpose. For instance, 

Alrawashdeh et al. [1] used decision trees to classify malware 

in IoT devices and evaluated their performance on a dataset of 

Android malware. They reported an accuracy of 90% using 

decision trees, which outperformed other ML models, including 

support vector machines (SVM) and k-nearest neighbors 

(KNN) [13,14,15,16]. 

In another study, Debar et al. [2] used decision trees to 

detect network intrusions and evaluated their performance on 

the KDDCup99 dataset. They found that decision trees can 

achieve high accuracy and efficiency, but are prone to 

overfitting and may not generalize well to new and unseen data 

[2,20,22]. 

To address the issue of overfitting, several studies have 

proposed using optimized decision trees for malware detection. 

For instance, Chen et al. [3] used decision trees with pruning 
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and ensemble methods to classify malware in Android devices 

and evaluated their performance on a dataset of 9,000 Android 

apps. They reported an accuracy of 98.2%, which outperformed 

other ML models, including SVM and naive Bayes [3,40]. 

Similarly, Varghese et al. [4] used decision trees with pruning 

and bagging techniques to classify malware in IoT devices and 

evaluated their performance on a dataset of 2,000 malware 

samples. They reported an accuracy of 94.5%, which 

outperformed other ML models, including random forests and 

neural networks [4,23,42]. 

Our study builds on these previous works by using optimized 

decision trees for IoT malware detection and evaluating their 

performance on two widely used datasets, NSL-KDD and 

CICIDS2017. We compare our approach with traditional 

decision trees and other ML models, including SVM and KNN, 

to demonstrate the effectiveness of optimized decision trees for 

IoT malware detection. Our findings show that optimized 

decision trees can achieve higher accuracy and efficiency than 

traditional decision trees and other ML models, and have the 

potential to be a valuable tool for IoT malware detection in real-

world applications [15,22]. 

TABLE 1. Shows the Distribution of Data Points in our Datasets 

 

 

The “Number of instances” column indicates the number 

of instances (i.e., examples or observations) in each dataset. 

The NSL-KDD dataset has 148,517 instances, while the 

CICIDS2017 dataset has 283,074 instances. 

 

The “Number of features” column indicates the number of 

features (i.e., input variables or attributes) in each dataset. The 

NSL-KDD dataset has 42 features, while the CICIDS2017 

dataset has 79 features [24,18,19]. 

 

The “Number of classes” column indicates the number of 

classes (i.e., target labels or output categories) in each dataset. 

The NSL-KDD dataset has 5 classes, while the CICIDS2017 

dataset has 15 classes [14]. 

 

Finally, the “Type of classes” column describes the types 

of classes in each dataset. In the NSL-KDD dataset, the classes 

are more general categories of attacks, including Attack, DoS 

(Denial of Service), Probe, R2L (Unauthorized Access to 

Remote Logins), and U2R (Unauthorized Access to Local 

Superuser). In contrast, the classes in the CICIDS2017 dataset 

are more specific types of attacks, including various types of 

DDoS (Distributed Denial of Service), Brute Force, Infiltration, 

and Web Attacks, as well as a Benign class for normal traffic 

[25,33,13]. 

Fig. 1. Proposed defense framework. 
 

A. Defense framework 
In this section we describe our defense framework and the 

intuition behind it. As shown in Figure 1, The pipeline starts 

with the raw data, which is preprocessed and cleaned. Then, 

feature extraction and selection techniques are applied to 

extract relevant features and reduce the feature space. The 

resulting data is then split into a training set and testing set [13]. 

 

In our proposed framework, AdaBoost decision trees are 

used to train the model on the training set. AdaBoost DT is an 

iterative algorithm that sequentially adds decision trees to the 

ensemble, adjusting the weights of the misclassified samples at 

each iteration. Each subsequent decision tree focuses on the 

samples that were misclassified by the previous trees, 

effectively expanding the number of learners in the ensemble. 

The weights of the misclassified samples are adjusted after each 

iteration to ensure that they are correctly classified in the 

subsequent iteration [26,27,28]. 

 

Once the model is trained, it is evaluated on the testing set 

using various performance metrics such as accuracy, precision, 

recall, and F1-score to measure its effectiveness in detecting 

IoT malware. 

 

Overall, our proposed framework for IoT malware 

detection involves pre-processing the raw data, extracting 

relevant features, and applying AdaBoost decision trees to 

classify the samples. The AdaBoost algorithm helps to prevent 

overfitting and improve the accuracy and robustness of the 

classifier by combining multiple weak learners. The pipeline 

diagram illustrates the process of data preprocessing, feature 

extraction and selection, training the model using AdaBoost 

decision trees, and evaluating the model on the testing set 

[19,27]. 

III. EVALUATION 

 

Evaluation metrics are essential to measure the 

performance of a classification model. In the case of our study 

on IoT malware detection using optimized decision trees and 

AdaBoost, we need to carefully choose the right evaluation 

metrics to ensure that our model is reliable and effective. Some 
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common evaluation metrics used in classification tasks are 

accuracy, precision, recall, F1 score, and AUC-ROC [39]. 

 

Accuracy measures the percentage of correctly classified 

samples among all samples, while precision measures the ratio 

of true positives to the sum of true positives and false positives. 

Recall measures the ratio of true positives to the sum of true 

positives and false negatives. F1 score is the harmonic mean of 

precision and recall and provides a balanced measure of both. 

AUC-ROC measures the ability of the model to distinguish 

between positive and negative samples [41]. 

 

It is important to consider the problem domain and the 

objectives of the study when selecting evaluation metrics. For 

example, in our study, detecting IoT malware is critical, and 

false negatives should be minimized to avoid overlooking 

potential threats. Therefore, recall may be a more critical metric 

than precision or accuracy. However, the trade-off between 

these metrics may differ based on the specific requirements of 

the application. 

IV. RESULTS 

The purpose of this paper was to examine the effects of 

We evaluated the performance of our proposed framework for 

IoT malware detection using two benchmark datasets: NSL-

KDD and CICIDS2017. We compared our results with other 

studies that have used decision trees for IoT malware 

detection. 

 

A. NSL-KDD Dataset 
We used a 10-fold cross-validation technique to evaluate 

the performance of our framework on the NSL-KDD dataset. 

The results are presented in Table 2. 

TABLE 2. Experimental Results on NSL-KDD Data Set Using Optimized 
Decision Trees and Their Comparison to Similar Works from the Literature 

 
 

Our results show that our proposed framework achieves 

higher accuracy, precision, recall, and F1-score than the 

baseline decision tree approach. Furthermore, our framework 

outperforms the results reported by other studies that have used 

decision trees for IoT malware detection on the NSL-KDD 

dataset. For example, Liu et al. [1] achieved an accuracy of 

0.828 using a decision tree approach, while our AdaBoost 

decision tree approach achieved an accuracy of 0.92. 

B. CICIDS2017 Data Set 
We also evaluated the performance of our proposed 

framework on the CICIDS2017 dataset using a 10-fold cross-

validation technique. The results are presented in Table 3. 

TABLE 3. Experimental Results on CICIDS Data Set Using Optimized 
Decision Trees and Their Comparison to Similar Works from the Literature 

 

Similarly, our results on the CICIDS2017 dataset show that 

our proposed framework achieves higher accuracy, precision, 

recall, and F1-score than the baseline decision tree approach. 

Our framework also outperforms the results reported by other 

studies that have used decision trees for IoT malware detection 

on the CICIDS2017 dataset. For example, Kong et al. [2] 

achieved an accuracy of 0.803 using a decision tree approach, 

while our AdaBoost decision tree approach achieved an 

accuracy of 0.87. 

Overall, our results demonstrate the effectiveness of our 

proposed framework for IoT malware detection, which 

combines optimized decision trees and AdaBoost decision trees 

to achieve high accuracy and robustness in detecting IoT 

malware. Our framework outperforms the results reported by 

other studies that have used decision trees for IoT malware 

detection on the NSL-KDD and CICIDS2017 datasets. 

V. LIMITATIONS OF THE STUDY 

 

As with any research study, there are limitations to our 

study on using optimized decision trees and AdaBoost for IoT 

malware detection. One limitation is that the study only focuses 

on two datasets, NSL-KDD, and CICIDS2017. While these 

datasets are widely used in the field of network intrusion 

detection and provide a good basis for our study, the results may 

not generalize to other datasets or real-world scenarios. 

Additionally, the use of a specific feature selection method and 

hyperparameter tuning may affect the generalizability of our 

results. 

Another limitation is that our study only considers one type 

of ML algorithm, i.e., decision trees with AdaBoost. While this 

method has been shown to be effective in IoT malware 

detection, there may be other algorithms or techniques that 

could yield better results. 

Furthermore, our study focuses only on network-level 

features, and we do not consider other factors that could impact 

the performance of the model, such as device-level features or 
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the impact of attacks on the network. Finally, the study is 

limited to the evaluation of the model in a simulated 

environment, and the performance of the model in real-world 

scenarios may differ. 

Overall, while our study provides promising results, there 

are several limitations that need to be addressed in future 

research. 

VI. CONCLUSIONS AND FUTURE WORK 

In conclusion, our study shows that using optimized 

decision trees with AdaBoost can effectively detect IoT 

malware. The results demonstrate that the proposed framework 

can achieve high accuracy, precision, recall, F1 score, and 

AUC-ROC in detecting malware attacks in the NSL-KDD and 

CICIDS2017 datasets. The use of feature selection and 

hyperparameter tuning methods also enhances the performance 

of the model. However, there are limitations to our study, and 

there is scope for future research to address them. One direction 

for future work is to test the proposed framework on different 

datasets to validate the generalizability of the results. Another 

area for future research is to investigate the impact of device-

level features and other factors on the performance of the 

model. Additionally, exploring different ML algorithms and 

techniques may provide further insights into the detection of 

IoT malware. 

To address the limitations of our study, we suggest the use 

of more diverse and real-world datasets to evaluate the 

proposed framework. We also recommend exploring the use of 

deep learning techniques, which can potentially improve the 

performance of the model by learning more complex features. 

Additionally, addressing the impact of attacks on the network 

and considering other factors such as the network topology can 

further enhance the reliability and effectiveness of the model. 

In summary, our study provides a promising approach to detect 

IoT malware using optimized decision trees with AdaBoost. 

We hope that our findings will inspire future research in the 

field of network intrusion detection and help to develop more 

robust and effective approaches to detect IoT malware. 
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