
Human and Cognitive factors involved in Phishing
detection. A literature review.

1st Diana Arévalo
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Abstract—Human and cognitive factors considerably influence
social engineering attacks. Cybercriminals take advantage of
the innocence, carelessness, stress, lack of knowledge, and other
aspects that make human beings vulnerable. Also, there exists
difficulty for users to identify an email with phishing. However,
the causes and solutions are not only technological; they also
depend on human perception. Within this context, in this paper,
we perform a systematic literature review using the PRISMA
guidelines of the recent studies applying security and cognitive
psychology, aiming to identify the human and cognitive factors
that are part of a Phishing attack. The main findings of this
research are focused on developing future research in cybersecu-
rity, which we believe should go in hand with human cognitive
and psychological factors.

Index Terms—Cognitive security; cognitive psychology; phish-
ing; human factors; risk perception

I. INTRODUCTION

Currently, the most common method of gathering informa-

tion is using social engineering attacks through manipulative

social skills to convince others to perform various actions [1]

[2]. Among the most widespread social engineering attacks

are phishing attacks [3], [4]. Such attacks target users who

are not knowledgeable about social engineering and Internet

security [5]. The most common methods and techniques used

for phishing are emails, chats, or websites and one of the main

reasons this type of attack continues to grow is the lack of

knowledge of users [6], [7]. Compared to the first quarter of

2021, the Anti-Phishing Working Group’s (APWG) Phishing

Activity Trends (PDF) report recorded 1,025,968 phishing

attacks up to March 2022 [8]. In the entire technological

sector, phishing attacks were the top target in Q1, particularly

social networks (21.5%), webmail/online services (5.5%), e-

commerce (1.9%), and cloud storage [9].

The increasing sophistication of phishing attacks causes

billions of dollars in financial losses, losses of intellectual

property, and reputational damage to organizations [10]. This

type of cyber-attack is often successful because users are

unaware of their vulnerabilities or are unable to understand

the latent risks [4]. The ’human factor’ has been recognized

as the weakest and darkest link in creating safe and secure

digital environments [11]. Recent studies have found that the

feature called ’phishing susceptibility’ (i.e., the likelihood of

being phished) is closely related to the personality traits of

individuals [3]. Therefore, changing the way that a person

thinks with respect to social engineering is key for identifying

and defending against such attacks [12]. To that end, cognitive

sciences can enhance and draw light to the cognitive processes,

which can help security analysts to establish actions in less

time and more efficiently within cybersecurity operations [13].

This paper presents a systematic literature review (SLR)

about the cognitive factors and the techniques and tools used

in cognitive security against phishing attacks. The followed

methodology is based on the PRISMA guidelines [14]. The

results provide important insights to researchers regarding the

cognitive factors that are relevant when detecting phishing at-

tacks. Furthermore, the current techniques and tools leveraging

security and cognitive psychology are presented, where the

human factor is directly involved in the detection of phishing.

The remainder of the article is organized as follows: Section

2 provides back-ground information. In Section 3, we outline

the SLR procedure, while in Section 4, we discuss and analyze

the significance of the generated results in terms of the

explored research questions. Finally, we provide concluding

re-marks and outline future research directions in Section 5.

II. BACKGROUND

A. Cognitive Security

Cognitive security leverages the generalization and abstrac-

tion capabilities that allow humans to solve problems and ana-

lyze the potential impact of decisions made [13]. It has become

an important term in cybersecurity in recent years. Andrade R.

and Torres J. have defined it as the ability to generate cognition

for efficient decision-making in real-time by a human or a
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computer system, based on the perception of cybersecurity

that the computer system generates [15]. Cognitive security

generally refers to the practices, methodologies, and efforts to

defend against social engineering attempts. However, within

the cyber security context, it regards explicitly the application

of artificial intelligence and machine learning technologies that

rely on human cognition to perform security threat detection

[16]. In order to address security challenges, new cognition-

inspired security architectures that emphasize dynamic and

autonomous trust management have been proposed. [17].

B. Cognitive Factors

Cognitive factors refer to the person’s characteristics that af-

fect performance and learning. These factors serve to modulate

performance so that it can improve or decrease [18]. Simon

[19] mentions that the cognitive component of people is made

up of certain elements that act on the behavior of beings and

are related to decision-making and problem-solving, such as

perception, attention, and memory.

C. Phishing attacks

Phishing attacks are the most common method of cyber-

crime that convinces people to provide confidential infor-

mation, such as account IDs, passwords, and bank details,

employing emails, instant messages, and phone calls [20].

Phishing emails are a significant problem related to fraud and

exploitation and can harm health, causing depression and even

suicide [21] [22]. Table I summarizes recent research studies

dealing with human factors in the context of phishing.

The user’s perception, understanding, and risk projection

are not so easy to automate; this is due to the lack of con-

solidation of human factors-related attributes, the application

of theoretical frameworks, and the lack of in-depth qualitative

studies. Desolda et al. [4] conclude that the most vulnerable

human factors exploited by attackers during phishing scams

are lack of knowledge, resources, awareness, norms, and

complacency. Moreover, Jeong et al. [11] present a study

examining human factors’ subjective and complex nature in

cybersecurity. Andrade et al. [34] present a SLR regarding

the security incident handling process to identify guidelines

published by organizations, and they analyze the contribution

of cognitive security to improve the cognitive skills.

III. METHODOLOGY

This study follows the PRISMA guidelines, which is rele-

vant for systematic literature reviews as mixed methods that

include quantitative and qualitative analyses, and is based on

the next four research questions:

RQ1. What are the techniques involving the human factor in

phishing detection?.

RQ2. What are the new Cognitive Security techniques and

tools in Phishing detection?.

RQ3. How can Cognitive Psychology be applied to Phishing

detection?.

RQ4. What is the human perception of risk in the face of

social engineering attacks?

Figure 1 depicts the four phases of the PRISMA methodol-

ogy used in this work. Regarding the inclusion and exclusion

criteria, the following has been defined: articles that were not

written in English and that were not published between 2016

and 2022 were excluded. This temporal cut-off enabled us

to find essential studies that determine users’ risk perception

against Phishing-type social engineering attacks. For this pur-

pose, the following inclusion criteria were applied:

• Articles whose content reflects users’ behavior and risk

perception in the face of Phishing attacks in any context.

• Articles whose content concerns current security meth-

ods/tools and Cognitive Psychology approaches where the

human factor is directly involved.

• Articles published in journals or conference proceedings

of Q3 quartile or higher.

We conduct the search process in the following scientific

databases/indices:

• ACM Digital Library (https://dl.acm.org/)

• IEEE Digital Library (https://ieeexplore.ieee.org/)

• Scopus (http://www.scopus.com/)

• Springer (https://www.springer.com/)

Fig. 1. SRL process applying the PRISMA methodology

As previously mentioned, we considered journal articles

and proceedings from 2016 and later. The search keywords

were: cognitive security, cognitive psychology, phishing, hu-

man factor, and risk perception. We applied the following

search string as the primary search string:( ((Cognitive security

AND phishing) OR human factors)) AND (Social engineering

attacks AND Cognitive security) AND ((Cognitive security

AND cognitive psychology) AND phishing) AND ((Cognitive

security AND phishing) AND human factors OR risk percep-

tion). As a result, we discovered 656 articles. We then applied

the inclusion and exclusion criteria to preselect 67 of them.

Subsequently, we read the title, abstract, development process,

and conclusions to fine-tune and finalize the selection.
Regarding the publication sources, we selected nine papers

published in conference proceedings. The remaining studies

609



TABLE I
RECENT RESEARCH STUDIES DEAL WITH HUMAN FACTORS IN DETECTING PHISHING ATTACKS.

Cognitive factors Fields of application Technical Content Reference Year

Human behavior Phishing Application for detecting phishing attacks based on
human behavior when exposed to a fake website.

[23] 2017

Decision making Social Phishing Socio-cognitive and computational model. [24] 2017

Susceptibility, authority,
urgency and risk perception

Phishing Survey application exploring phishing emails with
varying degrees of authority, urgency signals, and
risk signals.

[25] 2020

Susceptibility, detection
and behavioral decisions

Phishing Use of signal detection theory. [26] 2016

Susceptibility Phishing Applying a Phishing Email Suspicion Test (PEST)
and developing a laboratory task to assess the
cognitive mechanisms of phishing detection.

[21] 2020

Human behavior Phishing A proof-of-concept model based on the ACT-R
cognitive architecture.

[27] 2017

Susceptibility Phishing A Model of suspicion, cognition and automaticity [28] 2016

Susceptibility Phishing Developing a model based on the probability of
elaboration. Data were collected through direct ob-
servations and self-reported questionnaires.

[29] 2019

Decision making (trust or
distrust)

Phishing Devising an experimental protocol through the ap-
plication of a questionnaire.

[30] 2021

Susceptibility, certainty
and tension

Phishing Using an integrated perspective of emotion based
on the Affective Information Model.

[10] 2019

Susceptibility to scarcity
and reciprocity

Spear Phishing Conducting a controlled experiment examining
young and old Internet users.

[31] 2017

Susceptibility, impulsivity Phishing Performing simulated phishing experiments. [32] 2021

Susceptibility Phishing Developing an instance-based learning (IBL) model
for predicting user behavior.

[33] 2019

were published in journals. Finally, we found 50 studies

published after 2016, considering the abstract review, the

technical content’s development, and the conclusions while

fulfilling the proposed inclusion criteria.g p p

Fig. 2. Techniques involving the human factor in phishing detection

IV. EVALUATION OF RESULTS AND DISCUSSION

Concerning RQ 1, i.e., What are the human factor’s tech-

niques in phishing detection? Dixon et al. [35] mention that

educational games and simulations are versatile and pow-

erful teaching tools that can test and train players through

practical examples of phishing tactics. In the same context,

Kiebling et al. [36] implemented a prototype based on a game

called SaltPepper, leveraging an interdisciplinary approach to

improve the impact factors on information security behavior

(ISB) according to the motivation factor and cognitive biases.

According to Fogg’s behavioral model (FBM), [36], human

behavior is a product of three factors: motivation, ability, and

triggers. Srinivasa Roa and Pais [23] developed an application

called FeedPhish that can detect phishing attacks based on

human behavior when exposed to a fake website. If the user

logs in correctly, it is classified as phishing; otherwise, it is

subjected to additional heuristic filtering. Younis and Musbah

[6] propose a framework with two main components embedded

in challenge-based games: animation videos for awareness

training and a gamification part that will put users in a real

test to detect actual and fake phishing attacks. Gamification

is used as an evaluation method that reinforces the achieved

knowledge [6]. To sum up, an explanatory chart (Figure

2) showcases the techniques and tools found in the related

literature.
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Concerning RQ 2, i.e., What are the new Cognitive Security

techniques and tools in Phishing? Salahdine and Kaabouch

[37] report that artificial intelligence-based defense mecha-

nisms are the most effective techniques to reduce the risk

of social engineering attacks. Cognitive computing can also

reduce the shortcomings or concerns faced during big data

analysis. Gupta et al. [38] conclude that the characteristics

of cognitive computing (namely, observation, interpretation,

evaluation, and decision) can be mapped to the five vs. of

big data (i.e., volume, variety, veracity, velocity, and value).

In [39], authors propose cognitive security applications using

big data, machine learning, and data analytics to improve

the response times in attack detection. This work analyzes

anomalous behavior related to phishing web attacks and ex-

plores how machine-learning techniques can be an option to

address this problem. Cho et al. [3] propose a probability

model using stochastic Petri nets to examine the effect of a

human individual’s personality traits on trust, perceived risk,

and decision performance. The results show that agreeableness

and neuroticism significantly affect trust, perceived risk, and

decision performance. Andrade and Yoo [13] present a cog-

nitive security model that integrates technological solutions

such as Big Data, Machine Learning, and Support Decision

Systems with the cognitive processes that security analysts

use to generate knowledge, understanding, and execution of

security response actions. They report that cognitive security

considers four components: processes, knowledge, technology,

and cognitive skills. Similarly, in [34], it is argued that cogni-

tive security could improve security analysts’ cognitive skills

by using technological solutions such as big data, machine

learning, and data mining to generate states of cybersecurity

awareness. Finally, Silva and M. Hernandez-Alvarez [40]

constructed a ransomware detection and prevention model.

Figure 3 summarizes the techniques used for cognitive security

encountered in this SLR process.p

Fig. 3. Cognitive safety techniques encountered in the SLR process.

Concerning RQ 3, i.e., How can Cognitive Psychology

be applied to phishing? In [41], the authors argue for the

potential of NeuroIS (cognitive neuroscience applied to in-

formation systems) to shed new light on users’ reception

of security messages in the areas of (1) habituation, (2)

stress, (3) fear, and (4) dual-task interference. Likewise, in

[27], the authors present a proof-of-concept computer model

to simulate human behavior concerning phishing website

detection based on the ACT-R cognitive architecture (e.g.,

perception and attention, knowledge and memory, problem-

solving and decision-making, as well as motor confirmation

of decision). The article [42] reviews the cognitive challenges

associated with the task of a CCTV operator: visual search and

cognitive/perceptual overload, attention failures, vulnerability

to distraction, and decision-making in a dynamically evolving

environment. Surveillance is necessary to detect and prevent

dangerous incidents (e.g., drowning, aircraft collision) or ma-

licious acts (terrorism, cyber-attacks, civil disobedience). The

study [43] explored the effect of using cues and cognitive load

when detecting phishing emails. A total of 50 undergraduate

students completed: (1) a railway monitoring task and; (2)

a phishing detection task. An essential utilization assessment

battery (EXPERTise 2. 0) then ranked participants with higher

or lower signal utilization. As expected, higher signal uti-

lization was associated with a higher probability of detecting

phishing emails. However, variation in cognitive load did not

affect phishing detection, nor was there an interaction between

signal utilization and cognitive load. Threat detection was

identified as why people who spend cognitive effort processing

phishing communication are less likely to fall for phishing

threats [29]. Musuva et al. [29] further elaborated on the role

of cognitive processing in detecting and reducing phishing

attacks. The proposed model is based on the elaboration

probability model and is empirically tested using data from

192 cases. The results indicate that threat detection has the

most potent effect on reducing susceptibility to phishing.

In [49], the authors present a review of existing software

tools that materialize relevant cognitive models in a way

that people can use without advanced knowledge of cognitive

modeling. Among the many existing tools, the focus is given

to CogTool, SANLab-CM, and Coagulator. The main reason

is that the latter are well-maintained open-source projects

with a sizable user base. The study [45] argues that a con-

ventional approach to cyber security awareness is ineffective

in influencing employees and creating sustainable behavior

change. Adopting Kelman’s psychological attachment theory,

the authors argue that most organizations are at the compliance

level of influence, where employees comply with company

policy to gain rewards or avoid punishment. Likewise, Albladi

and Weir [46] claim that it is necessary to understand the

factors that influence user competence in threat detection if we

are to create a profile of susceptible users, develop appropriate

training and mentoring programs, and generally help address

this problem. In their work, they propose and validate a

user-centered framework based on four perspectives: socio-

psychological, habitual, socio-emotional, and perceptual. This

paper investigates the susceptibility to spear phishing as a
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function of the Internet user’s age (old or young), influence

weapon, and life domain. The reported results show that older

women were the most vulnerable to phishing attacks. At the

same time, younger adults were more susceptible to scarcity,

and older adults were more susceptible to reciprocity. On the

other hand, in [31], it is mentioned that successful emails

employ psychological weapons of influence and relevant life

domains. Several studies have found that current technology

is inadequate regarding online security. The system developed

in [47] is based on the health belief model and cooperation

and competition theory. The results show that perceived threat

severity, perceived barriers, perceived benefits, self-efficacy,

competence, and cooperation are significant factors in predict-

ing social engineering victimization. Figure 4 summarizes the

cognitive factors that influence a Phishing attack and have to

be taken into account by users and security specialists.y y p

Fig. 4. Cognitive factors influencing a phishing attack

Regarding RQ 4, i.e., What is the human perception of risk

in the face of social engineering attacks?

In [48], authors developed a questionnaire using the

Qualtrics survey software to investigate people’s perception

of phishing email attack detection. The authors presented

participants with a test of five different categories of emails

(including phishing and non-phishing). The findings show that

participants found detecting modern phishing email attacks

challenging, even though they were alert to misspellings of

older phishing email attacks. The purpose of the study [49]

was to determine whether humans could distinguish fraudu-

lent from legitimate uniform resource locators (URLs) links

without the aid of specific hardware or software. To that

end, the authors conducted a test with 1044 participants. The

results indicate that it was difficult for participants to identify

URLs when reviewing emails correctly. Alqarni et al. [50]

claim that phishing is one of the most common attacks and

one of the most challenging problems on social networking

sites (SNSs). They describe that it is possible to predict

the susceptibility of Facebook users to phishing victimization

based on their demographics, anonymity, social capital, and

risk perception. Wash and Cooper [22] argue that humans

represent one of the most persistent vulnerabilities in many

computer systems. Moreover, they compare traditional fact-

and-tip training with training that uses a simple story to

convey the same lessons. They found a surprising interaction

effect: stories do not work as well as facts and tips, but

they work much better when told by a peer or security

expert. Older adults are rapidly increasing their use of online

banking, social networking, and email, which carry subtle

and severe security and privacy risks. Individuals with mild

cognitive impairment (MCI) are particularly vulnerable to

these risks because MCI may reduce their ability to recognize

scams such as email phishing, follow recommended password

guidelines, and consider the implications of sharing personal

information [51]. In [52], the authors develop a novel model

to predict user vulnerability based on various perspectives of

user characteristics. The proposed model includes interactions

between different social network-oriented factors, such as the

level of network participation, motivation to use the network,

and competence to cope with threats in the network. The

results of this research indicate that most of the user char-

acteristics are factors that directly or indirectly influence user

vulnerability. A simulated phishing experiment targeting 6938

faculty and staff at George Mason University is presented

in [32]. The three-week phishing campaign employed three

types of phishing vulnerabilities and examined demographic

data, linked network/workstation monitoring audit data, and

a variety of behavioral and psychological factors measured

through pre- and post-campaign surveys. In [2], the authors

assessed the main underlying aspects and concepts of social

engineering attacks and their influence on the New Zealand

banking sector. The global financial sector has been on a

continuous attack platform due to its relevance to any nation’s

economy. Cybercriminals will never stop perpetrating attacks;

instead, they will continue to develop ingenious ways to sabo-

tage banks and their customers. Additionality, building on the

cognitive psychology literature, the authors in [53] developed

an automated and fully quantitative method based on machine

learning and econometrics to construct a triage mechanism

leveraging the cognitive characteristics of phishing emails. The

emerging Cognitive Psychology of Cybersecurity is key to

understanding behavior in the traditional framework of human

cognition. Some of the latest findings in the literature are

[54]: (i) high cognitive workload, high stress, low attentional

vigilance, lack of domain knowledge and/or lack of experience

make one more susceptible to socially engineered cyberat-

tacks; (ii) awareness or gender alone does not necessarily

reduce one’s susceptibility to socially engineered cyberattacks;

(iii) cultural background affects one’s susceptibility to socially

engineered cyberattacks; and (iv) the less frequent the socially

engineered cyberattacks, the greater the susceptibility to these

attacks. Time pressure, workload, and the use of a ”faster

way of working” were some of the human factors influencing

participation in risky actions by employees in organizations.

The lack of research on human behavior in cybersecurity and

information security further aggravates the misunderstanding

of human decision-making while operating an information

system [60]. The research limitation about human behavior in

cybersecurity and information security further aggravates the

misunderstanding of human decision-making while operating

612



an information system [55]. People tend to replicate interper-

sonal trust and distrust mechanisms to gauge their trust. Such

mechanisms involve cognitive processes that people rely on

before making a decision to trust or distrust. In [31], a study

designed to find out how people interpret phishing emails

and decide whether to trust them or not was conducted on

249 participants. It was observed that certain elements that

elicit trust or distrust remained unchanged regardless of the

participant. To summarise, figure 5 details the human factors

involved in the perception of risk in the face of phishing

attacks.

Fig. 5. Human factors influencing a phishing attack

V. CONCLUSIONS

The present systematic literature review surveys relevant

studies in which human and cognitive factors are considered

when performing experiments on detecting phishing attacks.

One of the factors most discussed in several of the examined

articles is susceptibility to phishing, as well as the factor

of human behavior, trust, and distrust. Something important

to mention is that stress, time pressure, fear, and lack of

knowledge can influence the possibility of being victimized

by attackers. Furthermore, demographic data such as age and

gender are taken into consideration in some works. Another

relevant research direction is cognitive security, a new topic

that can help detect and mitigate phishing attacks, as demon-

strated by some authors in their work. Cognitive security can

be achieved through artificial intelligence, machine learning

algorithms, big data methods, and mining techniques. Some

researchers also highlight the importance of user training in

the educational and business environment. To that end, they

propose educational games that capture data on the influence

of factors such as competition. Nevertheless, the training that

had a better result is when it is practical training, in which

actual events of phishing attacks are narrated, compared to

training based on tips in a simple way. As future work,

we propose implementing a prototype of training against

phishing attacks in e-mails, which leverages the achievements

of security and cognitive psychology to efficiently train users

and, most importantly, make them aware of the responsibility

they have when they open an e-mail and click without caution.
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