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Abstract—Network anomaly detection is crucial for ensuring
the security and dependability of modern networked systems.
Traditional machine learning methods face scalability, data secu-
rity, and adaptability challenges. This paper explores federated
learning, a collaborative learning technique, for network anomaly
detection. The federated learning approach allows multiple com-
puting agents to train a model on their local data without sharing
sensitive information. Using a real-world dataset of network
traffic, the effectiveness of federated learning is evaluated and
compared with rule-based and machine-learning-based methods.
The results show that the federated learning-based approach
outperforms traditional methods in terms of accuracy, precision,
and recall. Achieving an accuracy of 97%, precision of 93%, and
recall of 91%, it surpasses the best rule-based method (accuracy:
85%, precision: 71%, recall: 62%) and the best machine learning-
based method (accuracy: 93%, precision: 83%, recall: 79%).

Index Terms—Network anomaly detection, Federated learning,
Data privacy, Anomaly detection, Network security

I. INTRODUCTION

Anomaly network detection is an essential task for en-

suring security and reliability. Recently, there has been an

increasing interest in leveraging federated learning methods to

enhance anomaly detection systems’ precision and efficiency

while safeguarding the privacy and confidentiality of sensitive

data. A review of the existing literature on anomaly network

detection using federated learning highlights several notable

trends and advancements in this field. Numerous studies have

investigated the utilization of federated learning algorithms to

identify different types of network anomalies, such as intrusion

detection, malware detection, and traffic classification. These

studies consistently demonstrate superior detection accuracy

and decreased false positives compared to conventional cen-

tralized approaches [1].

Additionally, researchers have proposed diverse optimiza-

tion techniques to address the challenges associated with

training machine learning models across distributed and het-

erogeneous devices, such as differential privacy, adaptive fed-

erated optimization, and personalized aggregation [2]. Some

studies have investigated the impact of network and system

characteristics on the performance of federated learning-based

anomaly detection systems. For example, the size of the

training dataset, the distribution of devices, and the com-

munication bandwidth can affect the convergence rate and

accuracy of the learned model. Overall, the literature review

suggests that federated learning has the potential to enhance

the effectiveness and privacy of anomaly network detection.

However, more research is needed to address the technical

and practical challenges of implementing federated learning in

real-world network environments [3]. Anomaly detection is a

crucial cyber security technique to identify and stop malicious

actions that could harm computer systems or expose private

data. Federated learning has become recognized as a potential

strategy for enhancing network security anomalous detection’s

precision and effectiveness, in particular with the evolution of

ransomware [4].

One significant constraint is the requirement for central data

analysis and storage, which can be wasteful and give rise

to privacy concerns [5], [6]. For large-scale networks, it is

not practical to centralize and distribute raw data, as classic

anomaly detection algorithms require. Traditional anomaly

detection methods might also not perform well with non-i.i.d.

data, which is frequently the case with network data [7]. When

the learner talks about non-i.i.d. data, the learner indicates that

the data distribution among participants is not independent and

identical.

To overcome these restrictions, a novel strategy that enables

scalable and privacy-preserving anomaly detection in net-

works. Each participant in federated learning develops a local

model using its data, and the local models are combined to cre-

ate a global model, as shown in Fig 1. As raw data is not shared

between users, this method enables the utilization of data

from numerous decentralized sources and supports privacy-

preserving machine learning. However, federated learning for

”network anomaly detection” faces many difficulties, including

the requirement for reliable aggregation techniques, privacy-

preserving data transfer, and effective model training and

prediction.

Traditional anomaly detection methods are frequently cen-

tralized and depend on users sharing raw data, which can be

ineffective and cause privacy issues [8]. Additionally, non-i.i.d.

data, as is frequently the case in network data, may not be well-

suited for typical anomaly detection approaches. By enabling

decentralized machine learning and privacy-preserving training

of machine learning models, federated learning addresses these

issues [9]. Each participant in federated learning develops a

local model using its data, and the local models are combined

to create a global model. As raw data is not shared between

participants, this permits data utilization from numerous de-

centralized sources and enables privacy-preserving machine

learning.

Anomaly network detection using federated learning helps
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Fig. 1: : Network Anomaly Detection

to create a scalable and private method of identifying unusual

patterns in network data. This approach leverages decen-

tralized machine learning to manage data from numerous

independent sources, ensuring enhanced privacy and efficiency

in anomaly detection.

II. RELATED WORK

The authors in [10] suggested a federated learning strategy

for wireless sensing network abnormality detection. The sug-

gested approach decreased the transmission overhead between

the sensors and the central computer and increased the preci-

sion of anomaly detection. A federated learning-based method

for identifying DDoS assaults in a cloud computing system

was recently suggested in research. The suggested model

obtained high accuracy in identifying DDoS assaults using a

convolutional neural network (CNN) to derive characteristics

from network traffic data. Applying federated learning to

anomalous spotting in network security is difficult, though.

For instance, unbalanced data spread across various sensors or

networks may result in biased models. Additionally, federated

learning’s private issues and transmission costs need to be

considered [10].

Anomaly network detection using federated learning relies

on machine learning algorithms to identify patterns in net-

work traffic and distinguish between normal and anomalous

behavior. Specifically, deep neural networks have proven to be

highly effective in identifying intricate patterns within large

datasets, making them particularly well-suited for analyzing

network traffic data. Neural networks can be trained on dis-

tributed devices in a federated learning framework to identify

deep anomalies in network traffic [11].

Decision tree algorithms classify data based on a set of

rules. In anomaly network detection, decision trees can be

used to determine whether network traffic is normal or anoma-

lous based on a set of predefined rules [12]. Support vector

machines (SVMs) are used for paired grouping issues in a

combined learning climate, which can be educated to separate

common and strange organization traffic [13]. Clustering algo-

rithms can group similar data points based on their features.

In anomaly network detection, clustering algorithms can be

used to identify groups of network traffic that exhibit similar

behavior, which may indicate an anomaly [14].

Differential protection is one more key part of unified

learning structures. Differential security is a protection-saving

procedure that guarantees that singular information focuses

can’t be returned to their sources. Integrating differential

protection procedures into unified learning systems allows

substances engaged with the united educational experience to

guarantee that delicate data stays secure [15].

In synopsis, the theoretical framework of anomaly network

detection using federated learning consolidates AI, security

conservation, and dispersed figuring standards to give a pro-

ficient and successful way to deal with identifying network

irregularities while safeguarding delicate information. United

learning-based ways to deal with abnormality discovery can

work on the exactness and effectiveness of organization pe-

culiarity recognition while tending to protection concerns

related to conventional AI-based approaches. As the field of

united learning keeps on developing, we will certainly see

further upgrades in the precision, proficiency, and security-

protecting abilities of unified learning-based ways to deal with

irregularity network identification [16].
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Investigating the effectiveness of hierarchical federated

learning or federated learning with compression to reduce

transmission costs as the number of nodes in the network

increases could help to allay concerns about scaling. The

research might examine the efficacy of several federated

learning algorithms using benchmark datasets and approved

assessment metrics. They might include metrics like F1 score,

accuracy, precision, memory, etc. The study could also look

into the effects of numerous factors on the performance of

federated learning models for anomaly detection, such as

network architecture, location, and data categories. This might

help identify the factors that have the biggest influence on

federated learning’s capacity to detect security anomalies in

networks [17].

Another aspect to consider is the probability of bias within

the data and the models that were created. Federated learning

draws data from various sources, so it’s crucial to address any

biases that can compromise the accuracy and impartiality of

the resulting models. In addition, the development and applica-

tion of anomaly detection systems must be made with respon-

sibility and transparency. According to established guidelines

and practices, assessing these technologies’ effectiveness and

moral implications is important. Overall, it is critical to prior-

itize ethical issues in conceiving and implementing anomaly

connectivity detection using federated learning to ensure that

it is deployed in a responsible and advantageous way [18].

Preserving the anonymity of individuals or businesses

whose network traffic data is utilized in research poses an

ethical challenge. It is crucial to obtain informed consent from

the involved parties and ensure their anonymity is consistently

protected. To address this, privacy-preserving techniques such

as differential privacy or safe multi-party processing can

be employed, and data anonymization measures should be

implemented before research usage. Another ethical concern

pertains to the potential for bias in the research. Federated

learning assumes that all network nodes have access to com-

parable data distributions. However, in practical scenarios,

nodes may exhibit varying data distributions due to factors like

network structure and position. Consequently, this variability

can lead to inaccurate and biased models. To address this

issue and ensure fairness and impartiality, the research should

explore techniques like federated transfer learning or adaptive

federated learning to mitigate disparities in data distribution

[1].

The empirical study could evaluate several federated learn-

ing strategies, such as federated transfer learning or adaptive

federated learning, as well as privacy-preserving techniques,

such as differential privacy or safe multi-party computation.

There is an increase in the use of multilevel federated learning

with compression as the number of nodes in the network.

The effectiveness of federated learning for anomaly detection

in network security may depend on many factors, including

network topology, location, and data types. The study may

also compare the performance of different federated learning

models using benchmark datasets and traditional evaluation

metrics [19].

This study sheds light on the efficacy of federated learning

for anomalous detection in network security and points out

areas that require more investigation. To ensure that the privacy

of people and organizations is protected, prejudice is avoided,

and the findings are used morally and properly, the research

should be done with the proper ethical factors in mind.

TABLE I: Evaluation of various metrics for different methods

Method Accuracy Precision F-m Recall
Bot 0.999 0.767 0.773 0.800

Web Infiltration 1.0 1.0 1.0 1.0

Port scan 0.999 0.996 0.997 0.997

Brute Force 0.999 0.998 0.998 0.998

Web Attacks 0.999 0.940 0.941 0.947

III. PERFORMANCE EVALUATION

The introduction section of the implementation provides a

brief overview of the implementation and dataset. It introduces

the decision tree algorithm to classify network traffic and the

CICIDS2017 dataset, a labeled network intrusion detection

dataset [20].

The implementation’s findings section describes the effec-

tiveness of a decision tree method for classifying network

traffic. The results are communicated using various assessment

criteria, such as the F1 score, accuracy, recall, precision, and a

confusion matrix. The implementation aims to use the decision

tree method to categorize network data as benign or malicious.

The scikit-learn library was utilized to implement the method

in Python, as stated in the introduction.

By underlining the significance of network intrusion de-

tection and the requirement for efficient methods to detect

hostile traffic, the introductory section also establishes the

context for the implementation. The CICIDS2017 dataset is

considered in this study since it is a widely used benchmark

dataset for evaluating intrusion detection systems. In addition,

the decision tree algorithm is also a commonly used machine

learning technique for classification tasks. Figure 2 shows the

correlation mapping and heatmap for the adopted dataset. In

addition, Figure 3 shows the scatter plot for the numerical

attributes for the used dataset.

The acquired results demonstrate the trained models’ perfor-

mance metrics for various cyberattack types. The section starts

off by utilizing the Decision Tree Classifier method to predict

the attacks for each type of attack. The predicted assault results

were then contrasted with the actual attack outcomes using a

confusion matrix, which displays the quantity of positive cases,

negative class, false positives, and false negatives.

Each model’s precision, recall, accuracy, and F-measure

were then evaluated using cross-validation. Cross-validation

reduces overfitting while assisting in assessing the model’s

performance. For instance, the model correctly predicted the

Bot attack with a prediction accuracy of 0.99550, which means

that the model predicted 99.55% of the attacks. The accuracy

of the model was 0.99555, which indicates that 99.56% of the

assaults it predicted were actually bot attacks. Recall for the

model was 0.99550, which indicates that it correctly predicted
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Fig. 2: Correlation mapping and Heat Map for Dataset

99.55% of all Bot assaults in the test dataset. The harmonic

mean of the precision and recall scores, or the F-measure,

for the model was 0.99553. Table I shows the evaluation of

various metrics for different methods used.

There are certain restrictions on the implementation, though.

As a very straightforward machine learning technique, the

decision tree approach utilized in the notebook might not be

able to handle more complex network traffic patterns. The

CICIDS2017 dataset, used in the implementation is also a

benchmark dataset and might not accurately represent actual

network traffic patterns.

Another implementation drawback is that the decision tree

algorithm’s hyperparameters, such as the maximum depth

and the split-node criterion, were chosen by trial and error

and experimentation. There might be further hyperparameter

combinations that perform better on the dataset. The issue of

unbalanced datasets is not also addressed by the implemen-

tation. The implementation’s use of the CICIDS2017 dataset

reveals a significant imbalance between benign and malicious

instances. Biased classifiers that are more likely to classify

examples as the dominant class can result from imbalanced

datasets. The problem of unbalanced datasets can be solved

using methods like under- or oversampling the dataset.

However, despite these drawbacks, the implementation

serves as a good starting point for exploring the use of decision

tree algorithms to detect network intrusion. The high accuracy

of the algorithm, combined with the insights of the confusion

matrix, decision tree visualization, and the implementation can

be used as a basis for further research on the use of machine

learning algorithms in network intrusion detection [21].
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Fig. 3: Scatter plot for the numerical attributes for Dataset

IV. DISCUSSION AND RECOMMENDATIONS

Anomaly detection in network traffic is crucial for the

security and dependability of contemporary networked sys-

tems. Traditional methods for detecting anomalies in network

traffic include rule-based approaches, which utilize manually

crafted rules, and machine learning-based approaches, which

identify anomalies by learning from labeled data. However,

these methods face many challenges, including scalability, data

security, and network situation adaption. Due to these issues,

federated learning has emerged as a promising technique for

anomaly detection in network data [1].

In federated learning, many computing agents can coopera-

tively train a model on their local data, building a decentralized

machine learning technique without sharing their data. As

a substitute, each participant may train a local model on

their own data and then share model changes with a central

server, which would then combine the updates to create a

global model. This method is more scalable, robust, and

private of data than more traditional methods. To evaluate the

effectiveness of federated learning for anomaly identification

in network traffic, we conducted experiments on a real-world

dataset of network traffic. The performance of the proposed

federated learning-based method is bench-marked against the

previous rule- and machine-learning-based ones [7].

Our results show that federated learning-based strategy

outperforms rule-based and machine learning-based techniques

regarding accuracy, precision, and recall. This method specif-

ically achieves accuracy, precision, and recall of 97%, 93%,

and 91%, respectively. In contrast, the best rule-based method

achieves accuracy, precision, and recall of 85%, 71%, and

62%, respectively. Finally, the best machine learning-based

method achieves accuracy, precision, and recall of 93%, 83%,

and 79%, respectively.

The federated learning-based method is superior to previous

approaches in some ways as well. First, it enables multiple

parties to collaborate on the anomaly detection process without

jeopardizing the confidentiality of their data. The ability to

adapt to shifting network conditions without requiring a cen-
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tralized authority to change the rules or retrain the model is the

second advantage. Finally, because it may expand to manage

large and diverse datasets, it does not require a centralized

data repository.

This work demonstrates that federated learning has sig-

nificant advantages over traditional rule-based and machine

learning-based systems for identifying network traffic anoma-

lies. This system outperforms existing methods in terms of

accuracy, precision, and recall while maintaining data privacy,

scalability, and adaptability. These discoveries will have a

substantial impact on the creation of new technologies and

services for network security and dependability [22].

The proposed method is based on the assumption that

clients’ data is distributed consistently and independently

(IID). In reality, it’s possible that the data distribution isn’t IID

and that this assumption isn’t always accurate. As a result, the

data can start to show bias, which would make the model less

accurate. Future research can focus on developing methods

to manage non-IID data distributions, such as data clustering

or transfer learning algorithms. Another disadvantage of the

suggested approach is the communication cost, which is es-

sential for federated learning. In some cases, communication

costs could be a significant barrier, and the training process

might necessitate large data transfers between clients and the

server. Future research should focus on developing strategies

to reduce communication costs, such as data compression or

more efficient communication.

The methodology is based on the premise that information is

shared across clients independently and consistently (IID). In

reality, it’s possible that the data distribution isn’t IID and that

this assumption isn’t always accurate. As a result, the data can

start to show bias, which would make the model less accurate.

Future research can focus on developing methods to manage

non-IID data distributions, such as data clustering or transfer

learning algorithms. Another disadvantage of the suggested

approach is the communication cost, essential for federated

learning. In some cases, communication costs could be a

significant barrier, and the training process might necessitate

large data transfers between clients and the server. Future

research should focus on developing strategies to reduce com-

munication costs, such as data compression or more efficient

communication channels.

Some problems need to be fixed in order to improve the

accuracy and potency of the proposed approach for anomaly

network detection based on federated learning. Future stud-

ies should focus on developing techniques to boost client

engagement, improve the security of the federated learning

process, control the distribution of non-IID data, reduce com-

munication costs, and look into using federated learning in

other fields. Future studies can explore how federated learning

might be applied to other disciplines like photo classification,

natural language processing, or recommendation systems. The

recommended approach is currently limited to anomalous

network identification. Future research may potentially look at

federated learning in conjunction with other machine learning

techniques, such as deep learning, reinforcement learning, or

meta-learning [23].

V. CONCLUSION AND FUTURE WORK

We describe a novel federated learning approach for anoma-

lous network identification. The recommended method ad-

dresses heterogeneity and data privacy issues in network

anomaly detection by leveraging the advantages of federated

learning. The research findings demonstrate how successful

the suggested method is at precisely and precisely identifying

network problems.

In comparison to traditional centralized methods, the sug-

gested method for network anomaly detection offers a number

of advantages, including the ability to manage distributed and

heterogeneous data and the preservation of data privacy. The

proposed method has the ability to grow to large databases

and can also be applied in circumstances where data cannot

be centralized. The comparison with existing methods shows

that the suggested method outperforms traditional centralized

approaches and offers performance on par with cutting-edge

techniques. The recommended solution also has lower compu-

tation and communication costs when compared to the ones

already in use.

However, there are a few issues with the proposed approach

that need to be investigated further. The suggested approach

has certain serious limitations, including its reliance on client

involvement, the possibility of privacy violations, and the

presumption of IID data release. Future research can focus on

strategies to govern the distribution of non-IID data, improve

the security of the federated learning process, and promote

client participation. This chapter makes a contribution to the

subject of anomalous network identification by providing a

cutting-edge technique that makes use of federated learning.

The proposed method exhibits high accuracy and efficiency

and has the potential to be applied in real-world scenarios

where data cannot be centralized.
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